Teopernuni BitomocTi
Po3po6ka npocroi HeilpoHHOI Mepe:Ki Ha MoBi Python.
Helipomepeika, sika TpEHY€EThCS Yepe3 3BOPOTHE TOIMIUPEHHS

(backpropagation) Ta Hamara€eTbCcst BAKOPMCTOBYBATH BX1IHI JaHi IS
nepeaoadeHHs BUX1THUX.

Jlano:
Bxigui mani B
UX17ad1
aHi
0 0 1 0
1 1 1 1
1 0 1 1
0 1 1 0

[ToTpi6HO nependaunTu, K Oy/1e BUTIISIATH KOJOHKA « BUX1/1H1 1aH1» Ha
OCHOBI BX1JHHUX JaHHUX.

3aBaaHHs MOK€ OyTH BUPIIIECHO, MiApaxyBaBIIN CTATUCTHUYHY BIAMOBIIHICTh
MDK HUMH. 3 BuxigHuMu nqanumu Ha 100% kopentoe jiBuid ctoBnenn. s
CTBOPEHHS MOJIEJI1, B HAUIPOCTIIIOMY BUIAJKY, TOAI0HY CTaTUCTHKY PO3PAXOBYE
3BOPOTHE IMOLIUPEHHS.

Ipuxnax koxy Ha Python Nel.
Kon 3amyckarucs B ipython notebook.

X =np.array([ [0,0,1],[0,1,1],[1,0,1],[1,1,1] D)
y = np.array([[0,1,1,0]]).T
syn0 = 2*np.random.random((3,4)) - 1
synl = 2*np.random.random((4,1)) - 1
for j in xrange(60000):
11 = 1/(1+np.exp(-(np.dot(X,syn0))))
12 = 1/(1+np.exp(-(np.dot(l1,synl))))
12_delta = (y - 12)*(12*(1-12))
I1_delta = 12_delta.dot(syn1.T) * (11 * (1-11))
synl +=11.T.dot(I2_delta)
syn0 += X.T.dot(lI1_delta)

Heiipomepeska B 1Ba mapu
3MiHHI Ta iX OIHUC.

X - MaTpuls BXIJIHOTO HA0Opy NaHUX; PSAAKU - TPEHYBaJIbHI MIPUKIAIN.
Y - MaTpuls BUX1JHOTO HAOOPY JaHUX; PAJIKH - TPEHYBaJIbHI MPUKIIA]IH.
|0 - mepiuii mrap Mepexi, BABHAYCHUH BXITHUMH JaHUMH.



|1 - npyruii map mepexi, abo MPUXOBaHUIA TIAP.

syn0 - mepiuii map Bar, Synapse 0, 00'eqnye 10 3 11.

"* - moenmeMeHTHE MHOXKEHHS - JIBa BEKTOPH OJHOTO PO3MIPY
MIEPEMHOKYIOTh BIJITTOB1/IHI 3HaYEHHSI, 1 HA BUXO/I1 BUXOJIUTH BEKTOP TAKOTO 3K

po3mipy.
"-" - moeneMeHTHE BiJIHIMAHHS BEKTOPIB.
x.dot (y) - Ko X 1y - II¢ BEKTOPH, TO Ha BUXO/I1 BHI/IE CKAISAPHUI
N00yTOK. SIKIIO 1€ MaTpHIIi, TO BHI/Ie MHOKEHHS MaTpPHUIlhb. SIKIIIO0 MaTpHIIs Ta

BEKTOD - 116 MHOKCHHSI BEKTOpa 1 MaTPHIIi.
Ipukaan koxy Ha Python Ne2 Heiipomepeska B aBa mapu (pyc. cios).
Import numpy as np # OubIMOTEeKa JIMHEHHOM aareOphl

# Curmounga
def nonlin(x,deriv=False):
if(deriv==True):
return f(x)*(1-f(x))
return 1/(1+np.exp(-x))

# HaOOp BXOJHBIX JAHHBIX
X =np.array([ [0,0,1],
[0,11],
[1,0,1],
[1.1.1]])

i BBIXOJHBIC JaHHBIC

y = np.array([[0,0,1,1]]).T

# cnenaeM ciy4aiiHbie yncia 0osee onpeaenaéHHbBIMU
np.random.seed(1)

# MHUIIMAIM3UPYEM Beca cliydyaiiHbIM 00pa3zoM co cpeaHum ()
syn0 = 2*np.random.random((3,1)) - 1

for iter in xrange(10000):
# TIpsIMOE PacpOCTPAHEHUE
10=X
I1 = nonlin(np.dot(l0,syn0))

# HACKOJILKO MbI OIIIHOINUCH?
11 _error=y-1I1

i MMEPEMHOKUM ITO C HAKIIOHOM CUTI'MOHIbI



# Ha OoCHOBE 3Ha4eHHUH B 11
I1_delta=11_error * nonlin(l11,True) # !

# 0OHOBUM Beca
syn0 +=np.dot(10.T,I1_delta) # !l

print "BbIxoiHbIe JaHHBIE TTOCJIE TPEHUPOBKH:"
print 11

BuxinHi qaHi micas TpeHyBaHHS:
[[ 0.00966449]

[ 0.00786506]

[ 0.99358898]

[ 0.99211957]]

Heiipomepe:ka B TpU 1iapu

Bximuai naui B
UX1IHI
JTaHil
0 0 1 0
0 1 1 1
1 0 1 1
1 1 1 0

Tpeba nependaunT BUXiAHI JaH1 HA OCHOBI TPHOX BX1JAHUX CTOBIIIIB.
’Konen 3 BxigHux cToBMIIB He Kopentoe Ha 100% 3 Buxinaum. TpeTiit cToBIElb
B3araji Hi 3 YUM HE MOB'I3aHUHN, OCKIJIBKU B HbOMY BC1 ouHUII. OIHAK, SKIIO B
OJIHOMY 3 JIBOX MEPIIHUX CTOBMILIB (aje He B 000X BiJipa3y) MICTUThCS 1, TO
pe3ynbTar Takox Oyne nopiBHIoBaTH 1.

Lle HemiH1liHA cXxema, OCKUIbKM HE ICHY€E MPSAMOi BIJIMOBITHOCTI CTOBMIIIB
OJIUH J10 0OAHOTO. BiIMOBIAHICTE Oyny€eThcsl HA KOMOIHAIIT CTOBMIIB 1 1 2 BXIAHUX
nanux. [1{o6 ii orpuMaTu nmoTpiOHO J0aaTH 1ie oauH mmap. [lepiuii map KkoMOiHy€e
BXI1]], IPyTUi IPU3HAYAE BIAMOBIAHICTh BUXO/TY, BAKOPHCTOBYIOUHU B SIKOCTI
BXIJTHUX JTaHUX BUXI1JHI JIaHi MEePIIoro mapy (AUB. TaOIUIIO0 HIDKYE).

Bxiz (10) ITpuxoBana Bara (11) Buxiz (12)
0 0 1 0.1 0.2 05 | 0.2 0
0 1 1 0.2 0.6 0.7 | 0.1 1
1 0 1 0.3 0.2 03 | 0.9 1
1 1 1 0.2 0.1 03 | 0.8 0




Bara nmpusHauaeThCsl BUITaIKOBUM YHHOM, TaK OTPUMYIOTHCS TIPUXOBaHI
3HaueHHs 1A mapy Nel. V nmpyroro cToBOIS MPUXOBAaHUX Bar BXKE € HEBEJIMKA
KOPEJISIis 3 BUXOJOM. | I1e TeX € BaXKJIIMBOXO YaCTHHOIO MPOIICCY TPCHYBaHHS
Mepexi. TpenyBaHHs Oy/ie TIIbKU MTOCUIIIOBATH 1110 Kopelsiito. Bona oyne
OHOBJTIOBATH synl, 11106 MpU3HAYUTH ii BIATOBIIHICTh BUXITHUM JaHUM, 1 Syn0,
00 Kpare OTpUMYBaTH JIaHi 3 BXOJY.

3MiHHI Ta IX OIHUC.

X - MaTpuIg BXiTHOTO HA0OPY MaHUX; PAAKU - TPCHYBAJIbHI IPUKIIAIH.

Y - MaTpUIlsd BUXITHOTO HAOOPY AHUX; PSIIKHU - TPEHYBAIbHI TIPUKIIAIH.

|0 - neprmii rap Mepesxi, BU3HAYCHUI BXITHUMHU JaHUMHU.

|1 - npyruit map mepexi, abo MPUXOBAHUH IHIaP.

12 - ¢pinanpHuit map, npuitHiaTa rimotes3a. [1o Mipi TpeHyBaHHS TOBUHECH
HaOIMKaTUCS JI0 TTPaBUIIBHOI BIATIOBIII.

syn0 - nepiuit map Bar, Synapse 0, 06'ennye 10 3 11.

synl - npyruii map Bar, Synapse 1, o6'eanye 11 3 12.

I2_error - mpomax Mepexi B KiIbKICHOMY BUpPa3i.

I2_delta - momunka Mepexi, B 3aJI€XKHOCTI BiJ| BICBHCHOCTI IIepe0aueHHsI.
Maiixe 30ira€TbCsi 3 TOMHIIKOIO, 32 BUHATKOM YIIEBHEHHUX MTPOTHO31B.

I1_error - 3Baxkyroun 12 _delta Baroro 3 synl, miipaxoBy€eThCs TOMHJIKA B
CepeAHLOMY/IIPUXOBAHOMY IIIAPI.

I1_delta - momuku mepesxi 3 11, MmaciraboBaHi 3a BIICBHEHICTIO IPOTHO3IB.
Maiixe 36iraerbes 3 11_error, 3a BAHITKOM BIIEBHEHUX MPOTHO3IB.

""" - moerleMEeHTHE MHOXEHHS - IBA BEKTOPH OJTHOTO pO3MIpY
MEPEMHOXKYIOTh BIJIMIOBI/IHI 3HAYEHHSI, 1 HA BUXO/I1 BUXOJIUTh BEKTOP TAKOTO K

po3MiIpy.
"-" - moemeMeHTHE BiJIHIMAHHS BEKTOPIB.
x.dot (y) - K10 X 1y - 11e BEKTOPH, TO Ha BUXO/Ii BUI/Ie CKAISIPHHIA
T00YTOK. SIKIIO 11e MaTpHIli, TO BHIE MHOKCHHS MaTPUIIlh. SIKIIIO MaTpHIIS Ta

BEKTOP - 116 MHOXXEHHS BEKTOpa 1 MaTPHIII.

Kon - 11e mpocTo morepens peanizaliis Mepexi, CKiIaJeHa B J1Ba Iapy OJUH
Haj iHmuM. Buxin nepmoro mapy 11 - e Bxin apyroro mapy. Illock HOBe € juie
B HACTYITHOMY PSKY:

11 error = 12 delta.dot(synl.T)

BukopuctoBye moMmiiku, 3Ba)K€H1 Ha BIIEBHEHOCTI mepeadadeHs 3 12, moo
nigpaxyBaTd MOMWIKY 11t 11. OTpuMye MOMUIIKY, 3BayK€HY 3a BKJIaJIaMH -
M1PaxX0OBYETHCS, SIKUM BHECOK B TIOMIJIKH B 12 BHOCATH 3Ha4YeHHs B By3iax 11. Llei
KPOK 1 HA3WBAETHCSI 3BOPOTHUM MOMTUPEHHSIM TTOMIUIOK. [ToTiM oHOBIIIOETHCS SYNO,
BUKOPHCTOBYIOYH TOMU K€ aJTOPUTM, IO 1 y BapiaHTI 3 HEHPOMEPEKEIO 3 IBOX
TIapiB.



IIpukaan kony Ha Python Ne3 neiipomeperka B Tpu 1apu
import numpy as np
def nonlin(x,deriv=False):
if(deriv==True):
return f(x)*(1-f(x))
return 1/(1+np.exp(-x))

X =np.array([[0,0,1],

[0,1,1],
[1,0,1],
[1,1,1]])
y = np.array([[0],
[1].
[1],
[01])

np.random.seed(1)

# cnyyailHO MHUITMAIM3UPYEM Beca, B cpeaHeM - 0
syn0 = 2*np.random.random((3,4)) - 1
synl = 2*np.random.random((4,1)) - 1

for j in xrange(60000):

# poxoaum Brepén no ciaosm 0, 1 u 2
10=X
I1 = nonlin(np.dot(10,syn0))
12 = nonlin(np.dot(l1,synl))

# KaK CUJIbHO MbI OIIUOJIUCHh OTHOCUTEIBLHO HY>XKHOU BETUUUHBI?
12_error=y-12

if (1% 10000) == 0:
print "Error:" + str(np.mean(np.abs(l2_error)))

# B KaKylo CTOPOHY HY)KHO JBUTaTbCA?

# eciii MbI OBUTH YBEPEHBI B TIPEJICKa3aHUHU, TO CUIILHO MEHSITh €T0
HE HaJ0

12_delta = 12_error*nonlin(12,deriv=True)

# xak CWIbHO 3HadyeHud 11 BIusg0T Ha omuoOKu B 127



=

8.

9.

11 _error = 12_delta.dot(synl1.T)

# B KaKOM HaIpaBJICHUU HY)KHO JIBUTAThCs, YTOOBI IPUHTH K 117

# eciv MBI ObUIH YBCPCHBI B IIPCACKA3aHNN, TO CUJIBHO MCHSATH €T'O
HE HaI0

I1 delta=11_error * nonlin(l1,deriv=True)

synl +=11.T.dot(l2_delta)
syn0 +=10.T.dot(I1_delta)

Error:0.496410031903

Error:0.00858452565325
Error:0.00578945986251
Error:0.00462917677677
Error:0.00395876528027
Error:0.00351012256786

Kopuchi nocniannst

Heiipocets B 11 ctpouek Ha Python https://habr.com/ru/post/271563/
WNuctpykuusi: Co3aaHre HEMPOHHOM ceTH 0€3 HaBBIKOB MPOTPaMMUPOBAHUS
https://vc.ru/selectel/41002-instrukciya-sozdanie-neyronnoy-seti-bez-
navykov-programmirovaniya

Helipocets Ha Python, yacTs 2: rpaiueHTHBIN CIIyCcK
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python/
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12.Broyden—Fletcher—Goldfarb—Shanno (BFGS)Anroputm bpoiinena —
®dneruepa — [N'ompadapba — IlanHo
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