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ВСТУП  

Ефективність управління визначається тим, яку інформацію використовує 

управлінець і як він нею розпоряджається. Витрати на збір інформації, її 

передачу, обробку, зберігання та передачу користувачеві повинні бути 

мінімальними. Технічний прогрес у галузі інформаційних технологій та систем 

за останні роки зробив розв’язання цієї проблеми цілком можливим і 

доступним. Цьому сприяло впровадження в управління комп’ютерної техніки 

та новітніх інформаційних технологій.  

У зв’язку з цим постає проблема надійності, що є дуже важливим для 

сучасних інформаційних систем  (ІС). Можна навести приклади багатьох 

систем, для яких вирішення проблеми надійності насправді означає, бути чи 

не бути даній системі ефективною. До них можна віднести й різні інформаційні 

системи, які мають в своєму складі велику кількість комп’ютерів, що мають 

мережеву структуру, територіально розподілені інформаційні системи, 

інформаційні системи вимірювання параметрів різних об’єктів, системи 

моніторингу тощо.  

Застосування мережевих інформаційних систем, баз і банків даних, 

зручних і зрозумілих користувачеві інтерфейсів, використання можливостей 

Інтернет  - все це створило важливі передумови для децентралізації 

управління, прийняття ефективних та своєчасних управлінських рішень в 

економічних системах.  

Сьогодні досвід використання ІС  (як західних, так і вітчизняних) на 

українських підприємствах вказує на те, що не завжди впровадження ІС було 

успішним і принесло підприємству відчутну фінансову вигоду.  

Для забезпечення ефективності ІС в процесі її впровадження слід не 
лише описати та проаналізувати бізнес-процеси, а й забезпечити інтеграцію 

існуючої програмно-апаратної платформи.  
Впровадження автоматизованої інформаційної системи повинно сприяти 

підвищенню ефективності виробничо-господарської діяльності, економічних 
об’єктів і забезпечувати якість управління.  

В основі створення ІС успішних компаній лежать наступні принципи:  

•  основою для впровадження нової інформаційної системи повинна бути 
економічна необхідність, а не поява нових технологій;  

•  обсяг фінансування створення нової ІС повинен визначатися 
міркуваннями фінансової вигоди;  

•  нова ІС повинна мати просту і гнучку структуру;  

•  потрібно постійно вдосконалювати ІС з метою досягнення оптимальної 
продуктивності, надійності та зручності використання;  

•  інформаційно-комп’ютерний підрозділ підприємства повинен добре 

орієнтуватись у бізнесі, а фахівці з інших підрозділів  розуміти методи 
ефективного використання інформаційних технологій.  
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Для успішного впровадження чи використання інформаційних технологій 

потрібна ефективна взаємодія людини з інформаційною системою.  

 Крім цього, актуальним є питання аналізу можливих загроз та ризиків  

для конкретної інформаційної системи, вибору рішень щодо адекватного 

надійного захисту системи за мінімуму затрат. Тому одним із найважливіших 

завдань, які вирішуються при побудові інформаційної системи, є організація її 

безпеки.  

Таким чином, якість створення сучасної інформаційної системи 

визначається ефективністю та надійністю усіх її складових частин.  
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1. ПРИЗНАЧЕННЯ ТА РОЛЬ ІНФОРМАЦІЙНИХ СИСТЕМ  

В ЕКОНОМІЦІ  

1.1. Основні етапи створення інформаційних систем  

Інформаційні системи, як і інформація та інформаційні технології, існували 

з моменту появи суспільства, оскільки на будь-якій стадії його розвитку є 

потреба в управлінні, а для управління потрібна систематизована, заздалегідь 

підготовлена інформація.  

ІС, призначені для вирішення завдань управління виробництвом та іншими 

сферами бізнесу, пройшли три стадії свого розвитку. Кожну з них 

характеризували відповідна структура побудови ІС, а також особливості її 

окремих елементів.  

Між цими етапами немає чіткої межі, хоча певний вплив на їх зміст мав 

склад технічної бази управління. У кожному етапі можна виділити підетапи, 

що різняться деякими особливостями.  

Початок створення ІС у нас відносять до 1963 року, коли на великих 

підприємствах почали використовувати ЕОМ для розв’язування задач 

організаційно-економічного  управління.  Перші  такі  системи  обмежувалися 

розв’язуванням деяких функціональних управлінських задач, наприклад, 

задач бухгалтерського обліку. Тому системність автоматизованої обробки 

економічної інформації на початку 60-х років характеризувалася частковістю та 

локальністю. Протягом 60-х років поступово здійснено перехід від локальних 

систем обробки даних, призначених для тих чи інших ділянок управлінських 

робіт, до систем, що охоплюють широке коло задач управління 

(автоматизованих систем управління (АСУ)).  

В ІС першого покоління (в США - системи оброблення даних, в Україні - 
“АСУ позадачний підхід”) для кожної задачі готували окремо дані у вигляді  
файлових структур, створювали свою (власну) математичну модель, розро- 
бляли програмне забезпечення. До програм розв’язування задачі, крім ін- 
ших, вносилися й процедури формування та ведення інформаційного фон- 

ду, необхідного для розв’язування задачі. Такий підхід зумовлював інфор- 
маційну надмірність (записані на машинний носій дані не могли бути вико- 
ристані для розв’язування іншої задачі), математичну надмірність (відомо,  
що моделі розв’язування різних економічних задач мають спільні блоки).  
Був позначений тривалістю і трудомісткістю й процес розробки програмно- 

го забезпечення кожної задачі. Крім того, дуже незначні зміни в організації  
інформаційного фонду задач зумовлювали потребу доопрацювання програ- 
много забезпечення. У таких системах відсутня була об’єднана спільною  
ідеологією база даних (БД) для підприємства, офісу, установи. Щонайбіль- 

ше інформаційне забезпечення окремих задач було позадачною БД.  
Подальшим розвитком ІС в економіці є створення АСУ на основі ідеоло- 

гії автоматизованих банків даних. Це другий етап створення ІС, який розпо- 
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чався у 1972 році. Розширилися технічна та програмна бази АСУ, що позна- 
чилося на урізноманітненні варіантів їх побудови з орієнтуванням на окремі  
класи та моделі ЕОМ, включаючи міні- та мікрокомп’ютери. Зросла також  
багатоваріантність ІС у зв’язку із збільшенням кількості технологічних ре- 
жимів експлуатації ЕОМ та всього комплексу технічних засобів, зокрема по- 

чалося запровадження діалогового режиму та режиму телеобробки даних.  
У США такі системи дістали назву управлінських ІС (IMS), а в Україні - 

“ІС концепція БД”. У цих системах моделі, як і раніше, створюються для 
кожної задачі окремо. Самі ж задачі різняться досить високою мірою 
формалізованості.  

Проте відмінність ІС другого покоління (1972-1986рр.) від ІС першого по- 
коління полягає в тому, що перші мали спільне інформаційне забезпечення  
усіх задач - базу даних. Організація єдиної бази даних стала можливою лише  
завдяки тому, що були створені спеціальні програмні продукти - системи  

управління базами даних (СУБД). Основне призначення СУБД - створення та  
підтримка в актуальному стані бази даних, а також зв’язок її з програмами  
розв’язування економічних задач (прикладні програми користувачів).  

У середині 80-х років був нагромаджений значний досвід створення та 
використання  інформаційних  систем  організаційного  управління.  Так,  у 

1988 році функціонувало близько 6000 АСУ різних рівнів та проблемної 
орієнтації, у тому числі 2600 АСУ підприємств і об’єднань (АСУП). Створено 
значну кількість автоматизованих систем управління технологічними 
процесами (АСУ ТП), систем автоматизованого проектування конструкцій та 

технологій (САПР).  
Коефіцієнт економічної ефективності капітальних вкладень щодо цих 

систем досягав 0,88.  
Крім прямого економічного ефекту, впровадження АСУ мало великий 

вплив на зміну характеру діяльності управлінського персоналу. Підвищилась 

оперативність, наукова обгрунтованість та об’єктивність прийманих 
управлінських рішень; виникла можливість вирішення принципово нових 
економічних задач, які до впровадження ІС не розв’язувалися апаратом 
управління; збільшився час на творчу роботу працівників за рахунок 

скорочення обсягів виконання рутинних операцій вручну; у результаті 
автоматизації процесів інформаційного обслуговування підвищилася 
інформованість управлінського персоналу.  

ІС перших двох поколінь здійснювали, як правило, розрахункові, облікові 
функції, передачу повідомлень, найпростіше оброблення даних. Зростання 

продуктивності підприємства досягалося завдяки перебуванню в полі зору 
системи менеджменту великої кількості партнерів, клієнтів, процесів 
виробництва, товарів, одиниць зберігання та обліку.  

Проте докорінних змін у поліпшенні якості управління об’єктами 

господарювання не відбулося. Досвід функціонування ІС першого та другого 

поколінь виявив у них низку серйозних недоліків:  
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Значна кількість функцій управління економікою, що стосується 

неструктурованих і слабоструктурованих процедур, залишилась без 

комп’ютерної підтримки. По суті в АСУ вирішені задачі щодо жорстких 

детермінованих алгоритмів, які не притаманні керівним структурам.  

Стандартний набір економічних задач і підсистем АСУ не забезпечив її 

необхідної гнучкості, через що модифікація та розширення функціонального 

складу системи пов’язані зі значними трудовитратами.  

Чітка централізація обробки інформації в діючих АСУ не давала змоги 

здійснювати процеси оперативного управління і регулювання в реальному 

масштабі часу.  

Недостатня кількість оптимізаційних задач у складі АСУ (1,5% у 

середньому) пояснюється незацікавленістю користувачів у застосуванні 

оптимізаційних методів; відсутністю надійної та вірогідної інформації для 

використання  оптимізаційних  розрахунків;  неможливістю  та  недоцільністю 

впровадження локальних оптимізаційних задач.  

В АСУ, як правило, відсутні замкнені комплекси задач управління (пла- 

нування, обліку, аналізу, регулювання). Різні типи АСУ  (АСУП, САПР,  

АСУ ТП) діяли на об’єктах господарювання автономно, без взаємозв’язку.  

Системи не забезпечували оперативної взаємодії з ЕОМ керівників різ- 

них рівнів. Пакетний режим функціонування АСУ (як основний) не давав  

змоги  створювати  системи  підтримки  прийняття  управлінських  рішень  

(СППР), що передбачають можливість вибору альтернативного рішення.  

Впровадження систем не супроводжувалося необхідною перебудовою 

організаційних структур управління в умовах використання автоматизованої 

обробки даних.  

Зазначені недоліки ІС спонукали до пошуків сучасніших форм та методів їх 

проектування, розробки концептуальної основи ІС нового покоління.  

 Тому наступний етап створення ІС, який розпочався приблизно в сере- 

дині 80-х років, характеризується створенням інтегрованих систем. Це 

багаторівневі ієрархічні автоматизовані системи управління, які забезпечують 

комплексну автоматизацію управління на усіх рівнях.  

Третє покоління ІС будується як СППР ( в англомовній літературі викори- 

стовується позначення DSS (Decision Support Systems)). Такі системи мають  

не тільки спільну БД, а й спільну базу моделей для розв’язування задач. Вони  

орієнтовані не на автоматизацію функцій особи, яка приймає рішення (ОПР),  

а на сприяння в пошуку ефективного рішення. СППР орієнтовані передусім  

на розв’язання слабоформалізованих задач управління підприємствами, що  

виникають у зв’язку з високим рівнем різноманітних невизначеностей ринко- 

вого середовища. Призначення таких систем полягає не в автоматизації функ- 

цій ОПР, а в підтримці її дій у пошуку ефективного рішення. Особлива увага  

в СППР приділяється діалогу та “дружності” її інтерфейсу до ОПР.  
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Інтегрована автоматизована система управління (ІАСУ) може розглядатися 

як ієрархічно організований комплекс організаційних методів, технічних, 

програмних, алгоритмічних та інформаційних засобів, які мають модульну 

структуру і забезпечують наскрізне узгоджене управління матеріальними та 

інформаційними потоками об’єкта управління.  

Центральним поняттям в інтегрованих АСУ є поняття “інтеграція”. 

Інтеграцію можна визначити як спосіб організації окремих компонентів в одну 

систему, що забезпечує узгоджену та цілеспрямовану їх взаємодію, 

зумовлюючу високу ефективність функціонування усієї системи.  

Інтеграцію в АСУ можна розглядати в кількох аспектах: функціональному, 

організаційному, інформаційному, програмному, технічному, економічному.  

Функціональна інтеграція забезпечує єдність цілей та узгодження кри- 

теріїв  і процедур  виконання  виробничо-господарських  та технологічних  

функцій, спрямованих на досягнення поставленої мети. Основою функціо- 

нальної інтеграції є оптимізація функціональної структури всієї системи,  

декомпозиція системи на локальні частини (підсистеми), формалізований  

опис функцій кожної підсистеми та протоколи взаємодії підсистем.  

Організаційна інтеграція полягає в організації раціональної взаємодії 

персоналу управління на різних рівнях ієрархії ІАСУ і різних локальних її 

підсистем, що зумовлює узгодження дій персоналу в напрямку досягнення 

поставлених цілей та погодженість управлінських рішень.  

Інформаційна  інтеграція  передбачає  єдиний  комплексний  підхід  до 
створення й ведення інформаційної бази всієї системи та її компонентів на 
основі одного технологічного процесу збору, зберігання, передачі та обробки 
інформації, який забезпечує узгоджені інформаційні взаємодії всіх локальних 
АСУ та підсистем ІАСУ.  

Програмна інтеграція полягає у використанні узгодженого та 
взаємопов’язаного комплексу моделей, алгоритмів і програм для 
забезпечення спільного функціонування всіх компонентів ІАСУ.  

Технічна інтеграція - це використання єдиного комплексу сумісних об- 
числювальних засобів, автоматизованих робочих місць (АРМ) спеціалістів  

та локальних мереж ЕОМ, об’єднаних в одну розподілену обчислювальну  
систему, яка забезпечує автоматизовану реалізацію всіх компонентів ІАСУ.  

Економічна інтеграція є узагальнюючим комплексним показником інтеграції 
системи і полягає в забезпеченні цілеспрямованого та узгодженого 

функціонування усіх компонентів ІАСУ для досягнення найбільшої 
ефективності функціонування всієї системи.  

Сучасний етап розробки ІС в економіці характеризується створенням ІС 
нового покоління, до яких належать експертні системи, системи підтримки 
прийняття рішень, інформаційно-пошукові системи, системи зі штучним 

інтелектом.  

9  



 

 

Основою створення таких систем є децентралізація структури ІАСУ та 

організація розподіленої обробки інформації.  

Технічною передумовою створення таких систем є значне поширення  

персональних ЕОМ, які характеризуються низькою вартістю, невеликими  

габаритами, підвищеною надійністю, простотою в обслуговуванні та екс- 

плуатації, що дає змогу наблизити їх до місць виникнення та використання  

інформації, поділити їх за окремими сферами функціональної діяльності.  

Організаційною передумовою виникнення таких систем стали процеси 

децентралізації управління, що відбуваються в країні.  

Структурно вони реалізуються у вигляді мереж обчислювальних машин або 

мереж АРМ.  

Сучасні  інформаційні  системи  характеризуються  такими  основними 

особливостями:  

•  повне використання потенціалу настільних комп’ютерів і середовищ 

розподіленого опрацювання; модульна побудова системи, що передбачає 

існування  багатьох  різноманітних  типів  архітектурних  рішень  у  рамках 

єдиного комплексу;  

•  економія ресурсів системи ( у широкому розумінні цього терміну) за 

рахунок централізації збереження й опрацювання даних на верхніх рівнях 

ієрархії ІС;  

•  наявність ефективних централізованих засобів мережевого і системного 

адміністрування (організації обчислювального процесу), які дозволяють 

здійснювати наскрізний контроль за функціонуванням мережі і управління на 

всіх рівнях ієрархії, а також забезпечувати необхідну гнучкість і динамічну 

зміну конфігурації системи;  

•  різке зниження так званих “прихованих витрат” - експлуатаційних ви- 

трат на утримання ІС, що включають витрати, які важко виділяються в явно- 

му вигляді, що непросто передбачити в бюджеті організації ( підтримка функ- 

ціонування мережі, резервне копіювання файлів користувачів на віддалених  

серверах, настроювання конфігурації робочих станцій і підключення їх в ме- 

режу, забезпечення захисту даних, відновлення версій програмного забезпе- 

чення і т.д.).  

1.2. Поняття інформаційної системи У 

ДСТУ 2874-94 дано таке визначення ІС:  

Інформаційна система - система, яка організовує накопичення і 

маніпулювання інформацією щодо проблемної сфери.  

З позиції ділового бачення інформаційна система - це сукупність інфо- 

рмації, апаратно-програмних і технологічних засобів, засобів телекомуніка- 

цій,  баз  та  банків  даних,  методів  процедур  обробки  даних,  персоналу  

управління, які організовують процес збирання, передавання, оброблення і  
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накопичування інформації для підготовки і прийняття ефективних 

управлінських рішень.  

З технічної точки зору інформаційна система визначається як набір 

взаємозалежних компонентів, що збирають, обробляють, зберігають і 

розподіляють інформацію, щоб підтримувати процес прийняття управлінських 

рішень і управління організацією в цілому.  

Із семантичної точки зору інформаційна система - сукупність 
різноманітних взаємопов’язаних або взаємозалежних відомостей про стан 
об’єкта управління та процеси, що відбуваються в ньому. Ці відомості 
виражені в показниках та інших інформаційних сукупностях, зібраних та 
оброблених за допомогою технічних (інформаційних і обчислювальних) 

засобів за визначеною методикою та заданими алгоритмами.  
Інформаційна  система  не  тільки  відображає  функціонування  об’єкта  

управління, а й впливає на нього через органи управління. Вона є сукупніс- 
тю інформаційних процесів для задоволення потреби в інформації різних  
рівнів прийняття рішень. Її метою є продукування інформації для викорис- 

тання (споживання) управлінським апаратом. Відповідно вона забезпечує  
нагромадження, передачу, збереження, оброблення та узагальнення інфор- 
мації “знизу вгору”, а також конкретизацію інформації “зверху вниз”.  

Це відбувається на основі використання економіко-математичних мето- 

дів, моделей, ЕОМ і засобів комунікації. АІС реалізує принципово нову  
платформу управління, що грунтується на інтеграції управлінської інфор- 
мації за допомогою механізму загального інформаційного зв’язку даних, які  
включають в оброблення з метою здобуття інформації для управління.  

Характерною рисою ІС є те, що людина виступає активним учасником 

інформаційного процесу. Це виявляється в умовах функціонування АРМ, коли 
людина  (користувач) здійснює введення інформації в систему, підтримує її в 
активному стані, обробляє інформацію і використовує отримані результати в 
управлінні. Інформація служить способом опису взаємодії між джерелом й 

одержувачем інформації.  
Найважливіша властивість ІС  - єдність управлінської інформації, що 

визначає єдине інформаційне забезпечення системи управління. Вхідною 
інформацією користуються всі органи управління ( її властивості наведено в 
таблиці 1.1).  

Місія інформаційних систем - це виробництво інформації, що її потребує 
організація для забезпечення ефективного управління всіма своїми ресурсами, 
створення інформаційного і технічного середовища для здійснення управління 
організацією.  
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Таблиця 1.1  

Властивості вхідної інформації 

Вид властивості 

Організаційно- 
структурна 

 

 

 

Організаційно- 

економічна 
 

 

 

 

Функціональна 
 

Споживча 

Характеристика 

Відповідає структурі системи управління 

Надійність - ступінь безперебійного функціонування.  
Потужність - кількість операцій за одиницю часу.  

Пропускна здатність  - обсяг інформації, що проходить за 

одиницю часу, та обсяг результатної інформації, яка видаєть- 
ся за одиницю часу. 

Усталеність - здатність збереження ІС у заданих режимах. 

Економічність  -  собівартість  операцій  оброблення,  термін 
окупності. 

Ефективність - рівень комплексності, рівень автоматизації. 

Порядок функціонування, змінюваність у зв’язку з розвитком 

об’єкта управління, надмірність інформації 

Порядок взаємодії зі споживачами інформації, своєчасність її  

доставки, взаємозв’язок і взаємозалежність елементів інфор- 

мації.  

В межах кожної ІС реалізується інформаційна технологія (ІТ).  

Інформаційна технологія - методи оброблення інформації та 

організаційно-управлінські концепції її формування і споживання, а також 

сукупність усіх видів інформаційної техніки; єдність процедур щодо 

збирання, накопичення, зберігання, оброблення та передачі даних із 

застосуванням вибраного комплексу технічних засобів.  

В ІС можуть використовуватись багато таких технологій. ІС є 
середовищем для реалізації технології, проте інформаційна технологія ширша 
від ІС, вона може існувати поза нею.  

Базовими складовими інфомаційних технологій є:  

•  компоненти технічного забезпечення для збору, передачі, обробки,  
 збереження і видачі (представлення) даних;  
•  системне і прикладне програмне забезпечення;  
•  інформаційні послуги, телекомунікації, електронна комерція і банки.  

 Ці складові інформаційних технологій об’єднуються і взаємодіють, ва- 
 гомо впливаючи на формування ринку інформаційних продуктів і послуг, і при 
цьому вони самі перебувають в значній залежності від стану ринку. Їх основу 
складають такі досягнення:  

•    поява можливості автоматизованої обробки інформації за допомогою 
комп’ютерів за заданими алгоритмами;  

•    поява середовища для компактного зберігання і швидкого доступу до 
великих об’ємів інформації;  

•    розвиток засобів зв’язку, які забезпечують доставляння інформації 
практично в будь-яку точку без суттєвих обмежень у часі та відстані;  
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•    розробка програмного забезпечення, орієнтованого на 
непідготовленого споживача.  

Інформаційні технології класифікуються за такими ознаками:  
1) за способом реалізації в інформаційних системах ( традиційні, нові 

інформаційні технології);  

2) за ступенем охоплення завдань управління ( електронна обробка даних, 
автоматизація функцій управління, підтримка прийняття рішень, електронний 
офіс, експертна підтримка);  

3) за класом технологічних операцій, що реалізуються (робота з 

текстовим редактором, робота з електронними таблицями, робота із системами 
управління базами даних, робота з графічними об’єктами, мультимедійні 
системи, гіпертекстові системи);  

4) за типом інтерфейсу користувача (пакетні, діалогові, мережеві);  
5) за способом побудови мережі (локальні, багаторівневі, розподілені);  

6) за видом предметної області, що обслуговується (бухгалтерський облік, 
банківська діяльність, податкова діяльність, страхова діяльність тощо).  
 Автоматизована ІС - система, що реалізує інформаційні технології у  

сфері управління за спільної роботи управлінського персоналу і комплексу  
технічних засобів.  

Автоматизована економічна інформаційна система  - це типовий приклад 
АСУ, є частиною інформаційного простору і відображає частину деякого 
економічного об’єкта.  

Автоматизована ІС повинна забезпечувати:  
•  постійне спостереження за поточним станом об’єкта управління та 

його характеристик;  
•  адаптацію, тобто пристосування до прийнятої практики бізнесу та 

модифікації, якщо така практика змінюється;  
•  підтримку професійної діяльності управлінських працівників;  
•  взаємодію з управлінським персоналом;  
•  здійснення збирання та аналізу даних для управління й автоматичного 

виконання програмних засобів при настанні заданого часу з формуванням 
необхідної звітності;  

•  реалізацію системи підказок і рекомендацій для користувачів;  
•  ефективне збереження даних у БД і можливість доступу до них 

будь-якого кінцевого користувача зі свого робочого місця;  
•  взаємодію користувачів між собою на основі безпаперової технології.  

 Для розв’язання за допомогою обчислювальної техніки будь-якої еко- 
 номічної задачі необхідно створити певні умови. Ця проблема вирішується 

розробкою і впровадженням визначених державним стандартом з впровадження 
інформаційних технологій видів забезпечення, зокрема, правового, 
інформаційного, програмного, математичного, методичного, організаційного, 
технічного, лінгвістичного та ергономічного.  
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Організаційне забезпечення ІС - сукупність документів, що описують 
технологію функціонування ІС, методи вибору і застосування користувачами 
технологічних прийомів для одержання конкретних результатів при 
функціонуванні ІС.  

Інформаційне забезпечення ІС - сукупність інформації, інформаційних 

ресурсів, засобів та методів ведення усієї інформаційної бази  - об’єкта 
управління.  

Технічне забезпечення ІС - сукупність усіх технічних засобів, 
використовуваних при функціонуванні комп’ютерної ІС.  

Математичне забезпечення ІС  - сукупність математичних методів, 

моделей і алгоритмів розв’язування задач, які застосовуються в ІС.  
 Програмне забезпечення ІС - сукупність програм на носіях даних і  
програмних документів, які призначені для налагодження, функціонування і 
перевірки працездатності ІС.  

Лінгвістичне забезпечення ІС - сукупність засобів і правил для 
формалізації природної мови, які використовуються при спілкуванні 
користувачів та експлуатаційного персоналу ІС з комплексом засобів 
автоматизації при функціонуванні ІС.  

Правове забезпечення ІС - сукупність правових норм, які 

регламентують правові відносини при функціонуванні ІС та юридичний статус 
результатів такого функціонування.  

Методичне забезпечення ІС  - сукупність документів, які описують 
технологію функціонування ІС, методи вибору і застосування користувачами 

технологічних прийомів для одержання конкретних результатів при 
функціонуванні ІС.  

Ергономічне забезпечення ІС - сукупність засобів і методів, які створюють 
найсприятливіші умови праці людини в ІС, умови для взаємодії людини і ЕОМ. 
Тобто це сукупність реалізованих рішень в ІС по узгодженню психологічних, 

психофізіологічних, антропометричних, фізіологічних характеристик і 
можливостей користувачів ІС з технічними характеристиками комплексу 
засобів автоматизації ІС та параметрами робочого середовища на робочих 
місцях персоналу ІС.  

1.3. Інформаційні системи в економіці  

Ефективність функціонування економіки будь-якого об’єкта багато в 
чому залежить від уміння керівників різного рівня ретельно готувати й 
обгрунтовувати прийняті рішення. Умови ринкової (конкурентної) економіки 
висувають серйозні вимоги до якості, своєчасності, повноти, вірогідності 
економічної інформації, глибини аналізу економічних показників.  

Призначення ІС полягає в описі економічного об’єкта, його станів, 
взаємодії, що виражаються через економічні показники.  

Призначення ІС в економіці - це автоматизація розрахунків, під якою 
розуміють людино-машинне розв’язування економічних задач.  
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Управління економікою грунтується на інформації та породжує нову 

інформацію.  

Певній системі управління економічним об’єктом відповідає своя інфо- 

рмаційна система, яку називають економічною інформаційною системою.  

 Економічна інформаційна система - це сукупність внутрішніх і зов- 

нішніх потоків прямого і зворотнього інформаційного зв’язку економічного  

об’єкта, методів, засобів та менеджерів різних рівнів, які беруть участь в  

процесі переробки інформації і прийнятті управлінських рішень.  

 У кожній з ІС організовується і ведеться робота в таких напрямках:  

•    виявлення інформаційних потреб;  

•    добір джерел інформації;  
•    збір інформації;  
•    введення інформації з зовнішніх або внутрішніх джерел;  
•    опрацювання інформації, оцінка її повноти і значущості та подання  

 її в зручному вигляді;  
•    виведення інформації для надання її споживачам або передачі в  
 іншу систему;  
•    організація використання інформації для оцінки тенденцій, розробки  

 прогнозів, оцінки альтернатив рішень і дій, вироблення стратегії;  
•    організація  зворотнього  зв’язку  з  інформації,  переопрацьованої  
 людьми даної організації, корекція вхідної інформації.  

Усе це здійснюється за допомогою тих або інших інформаційних технологій 

у межах ІС. Для будь-якої організації (установи) істотним є встановлення 
регламенту функціонування ІС - від виявлення інформаційних потреб до 
використання інформації. Йдеться про типізацію завдань, що вирішуються в 
організації, встановлення періодичності отримання, опрацювання і 
використання інформації, стандартизацію вхідних та вихідних документів, 

стандартизацію процедур опрацювання інформації.  
В основі будь-якої системи лежить процес. В основі ІС - процес 

виробництва інформації. У цьому розумінні можна розглядати ІС як систему 
управління, де цей процес є об’єктом управління.  

Існують три рівні управління: стратегічний, тактичний та оперативний. 
Кожний з цих рівнів має свої завдання, при вирішенні яких виникає потреба в 
інформації, тобто інформаційні запити до інформаційної системи. Ці запити 
спрямовані до відповідної інформації в інформаційній системі. Інформаційні 
технології дозволяють опрацювати запити і, використовуючи наявну 

інформацію, сформулювати відповідь на ці запити. Таким чином, на кожному 
рівні управління з’являється інформація, що служить основою для прийняття 
відповідних рішень.  

Запити до ІС і, отже, процедури формування відповіді на них можна по- 

ділити на рутинні та нерутинні. Рутинні процедури характеризуються зада- 
ністю початкової і вихідної інформації, а також визначеністю алгоритму  
отримання останньої з першої. Виділення рутинних задач і процедур опра- 
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цювання інформації дозволяє їх формалізувати, а надалі й автоматизувати. 
Якщо рутинні повсякденні дії автоматизовані, то набагато простіше 
опрацьовувати нерутинні випадкові запити.  

ІС можуть функціонувати як із застосуванням технічних засобів, так і без 
них (залежно від економічної доцільності).  

Зростання обсягів інформації в ІС організацій, потреба в прискоренні й 
більш складних способах її опрацювання зумовлюють необхідність 
автоматизації роботи ІС, тобто автоматизації опрацювання інформації.  

У неавтоматизованій ІС всі дії з інформацією виконує людина. 
Автоматизація процесів опрацювання інформації приводить до появи в межах 

алгоритмів опрацювання правил вирішення задач. Це сприятиме переростанню 
“чистої” ІС в ІС управління, в межах якої частково реалізовані й функції людини 
з прийняття рішень.  

Автоматизована інформаційна система становить сукупність інформації, 

економіко-математичних методів і моделей, технічних, програмних, 
технологічних засобів і фахівців, призначену для обробки інформації і 
прийняття управлінських рішень.  

Автоматизована ІС управління організацією є взаємопов’язаною сукупніс- 
тю даних, обладнання, програмних засобів, персоналу, стандартів процедур,  

призначених для збору, опрацювання, розподілу, зберігання, видачі (надання)  
інформації відповідно до вимог, що випливають з діяльності організації.  

Як правило, це система для підтримки прийняття рішень і виробництва  
інформаційних продуктів, що використовує комп’ютерну інформаційну тех- 

нологію, та персонал, який взаємодіє з комп’ютерами і телекомунікаціями.  
Технологія роботи в комп’ютеризованій ІС повинна бути доступною для  

розуміння фахівцем некомп’ютерної галузі і такою, щоб бути успішно вико- 
ристаною для контролю процесів професійної діяльності та управління ними.  

В останні роки в Україні досить стрімко на великих підприємстах поча- 
ли впроваджуватись корпоративні інформаційні системи (КІС).  
 Корпоративна інформаційна система  - це інформаційна система, яка  
підтримує автоматизацію функцій управління на підприємстві (в корпора- 
ції) і надає інформацію для поглиблення знань і прийняття управлінських  
рішень.  У  ній  реалізована  управлінська  ідеологія,  яка  об’єднує  бізнес- 
стратегію підприємства і прогресивні інформаційні технології.  
 Повноцінна КІС повинна забезпечувати інформаційну прозорість під- 
приємства, формувати єдиний інформаційний простір, який об’єднує інфо- 
рмаційні потоки, що йдуть від виробництва до нього, з даними фінансово- 
господарських служб і видавати необхідні повідомлення для всіх рівнів  
управління підприємства.  

Отже, корпоративна інформаційна система  - це цілісний 
програмноапаратний комплекс, що дозволяє задовольнити як поточні, так і 
стратегічні потреби підприємства в опрацюванні даних.  
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2. КЛАСИФІКАЦІЯ ІНФОРМАЦІЙНИХ СИСТЕМ  

2.1. Основні класифікаційні ознаки ІС  

Інформаційні  системи  можуть  значно  різнитися  за  видами  процесів  

управління,  рівнем  управління,  сферою  функціонування  економічного  

об’єкту та його організації, типами об’єктів управління, ступенем автома- 

тизації управління, характером та обсягом розв’язуваних задач й іншими  

ознаками.  

Загальноприйнятої класифікації ІС у даний час не існує, тому їх можна 

класифікувати за різними ознаками, а саме:  

•    за рівнем або сферою діяльності;  

•    за рівнем автоматизації процесів управління;  

•    за рівнем автоматизації інформаційних процесів;  

•    за ступенем централізації обробки інформації;  

•    за ступенем інтеграції функцій;  

•    за видами процесів управління і т.ін.  

Наприклад, автоматизовані інформаційні системи можуть бути 

класифіковані за такими ознаками:  

1) за сферою функціонування (АІС промисловості, АІС сільського 

господарства, АІС транспорту, АІС зв’язку);  

2)  за видами процесів управління  (АІС управління технологічнимим  

процесами, АІС управління організаційно-технологічними процесами, АІС  

організаційного управління, АІС наукових досліджень, навчальні АІС);  

3) за рівнем у системі державного управління (галузеві АІС, територіальні 

АІС, міжгалузеві АІС).  

Крім того, автоматизовані ІС можуть бути класифіковані за типом під- 

тримки, яку вони забезпечують організації. Системи першого класу (систе- 

ми забезпечення операцій) обробляють інформацію, що генерується та ви- 

користовується в ділових операціях. Вони поділяються на три групи:  

•    системи оброблення операцій, які реєструють та обробляють дані, 

одержані внаслідок ділових операцій, таких як продаж, закупівля або зміни у 

матеріально-виробничих запасах. Це може проводитись або способом пакетного 

оброблення даних, або в масштабі реального часу;  

•    автоматизовані  системи  управління  технологічними  процесами 

(АСУ ТП), що приймають рішення з типових питань, таких як управління 

виробничим процесом;  

•    системи  співробітництва  на  підприємстві,  які  використовують 

комп’ютерні мережі для забезпечення зв’язку, координації та співробітництва 

відділів і робочих груп, що беруть участь у процесі.  

Системи другого класу (системи забезпечення менеджменту) надають  

допомогу менеджерам у прийнятті рішень. Такі системи поділяють на види:  
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•    інформаційні менеджерські системи - системи забезпечення мене- 

джменту, що виробляють заздалегідь визначені звіти, подають відображен- 

ня даних і результати вжитих заходів на періодичній основі або за запитом;  

•    системи підтримки прийняття рішень  - ІС, які використовують 

моделі прийняття рішень, БД й особисті міркування особи в кожному 

конкретному випадку для здійснення діалогового аналітичного процесу 

моделювання з тим, щоб ця особа прийняла певне рішення;  

•    управлінські ІС - це ІС з додатковими можливостями для управління, 

такими, як аналіз даних з використанням засобів підтримки прийняття рішень, 

економії праці та інструментарію підвищення особистої продуктивності.  

2.2. Класифікація автоматизованих інформаційних систем 

Таким чином, інформаційні системи можна класифікувати:  

1. За рівнем або сферою діяльності - державні, територіальні (регіональні), 

галузеві, об’єднань, підприємств або установ.  

Державні ІС призначені для вирішення найважливіших 
народногосподарських проблем країни. На базі використання обчислювальних 
комплексів та економіко-математичних методів в них складають 
перспективні та поточні плани розвитку країни, ведуть облік результатів та 
регулюють діяльність окремих ланок народного господарства, розробляють 

державний бюджет та контролюють його виконання тощо.  
Центральне місце в мережі державних ІС належить автоматизованій си- 

стемі державної статистики (АСДС). Роль та місце АСДС в ієрархії управ- 
ління визначається тим, що вона є основним джерелом статистичної інфор- 

мації, необхідної для функціонування усіх державних та регіональних ІС.  

Серед ІС, з якими взаємодіє АСДС, важливе місце належить 

автоматизованій системі планових розрахунків (АСПР). АСПР функціонує при 

Міністерстві економіки України і призначена для розробки 

народногосподарських планів та контролю за їх виконанням в умовах 

застосування засобів обчислювальної техніки для збору та обробки 

інформації.  

Взаємодія  АСДС  та  АСПР  передбачає  спільний  аналіз  
соціальноекономічних проблем розвитку народного господарства.  
 АСДС взаємодіє також з державною інформаційною системою фінансо- 

вих розрахунків (АСФР) при Міністерстві фінансів України.  
 АСФР призначена для автоматизації фінансових розрахунків на базі су- 
часної обчислювальної техніки з формування державного бюджету країни та 
контролю за його виконанням. При цьому вона використовує статистичну 

інформацію про випуск і реалізацію продукції, фонди споживання, запаси та 
витрати фінансових ресурсів тощо.  

Відомі й інші державні ІС: система обробки інформації з цін (АСОІ цін), 
система управління національним банком (АСУ банк), система обробки науково-
технічної інформації (АСО НТІ) та ін.  
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Відповідно до рівня у системі державного управління виділяють галузеві, 

територіальні та міжгалузеві АІС, які водночас є системами організаційного 

управління, але вже більш високого рівня ієрархії.  

Територіальні (регіональні) АІС призначені для управління адміністра- 

тивно-територіальними районами. Сюди належать ІС області, району, міс- 

та. Ці системи виконують роботи з обробки інформації, яка необхідна для  

реалізації функцій управління регіоном, формування звітності й видачі опе- 

ративних даних місцевим і керівним державним та господарським органам.  

Діяльність  територіальних  систем  спрямована  на  якісне  виконання 

управлінських функцій у регіоні, формування звітності, видачу оперативних 

відомостей місцевим державним і господарським органам.  

Галузеві АІС функціонують у сферах промислового та агропромислово- 

го комплексів, у будівництві, на транспорті, вирішуючи завдання інформа- 

ційного обслуговування апарату управління відповідних відомств. Галузеві  

ІС управління призначені для управління підвідомчими підприємствами та  

організаціями. В них розв’язуються задачі інформаційного обслуговування  

апарату управління галузевих міністерств та їх підрозділів. Галузеві ІС від- 

різняються сферами застосування - промислова, непромислова, наукова.  

Міжгалузеві АІС є спеціалізованими системами функціональних органів  

управління національною економікою (банківські, фінансові, статистичні та  

ін.). Маючи у своєму складі потужні обчислювальні комплекси, міжгалузеві  

багаторівневі АІС забезпечують розробку економічних і господарських про- 

гнозів, державного бюджету, здійснюють контроль результатів та регулюван- 

ня діяльності всіх ланцюгів, а також контроль наявності і розподілу ресурсів.  

Інформаційні системи управління підприємствами (АСУП) або 

виробничими об’єднаннями (АСУ ВО) - це системи із застосуванням 

сучасних засобів автоматизованої обробки даних, економіко-математичних та 

інших методів  для  регулярного  розв’язування  задач  управління  

виробничогосподарською діяльністю підприємства.  

2. За видами процесів - управління, проектування, дослідження, навчання.  

 Інформаційні системи управління технологічними процесами (АСУ ТП)  

 керують станом технологічних процесів. АІС управління технологічними  

процесами  - це людино-машинні системи, що забезпечують управління  

технологічними пристроями, верстатами, автоматичними лініями.  

 Перша й головна відмінність цих систем від всіх попередніх полягає пе- 

редусім у характері об’єкта управління - для АСУ ТП це різноманітні ма- 

шини, прилади, обладнання, а для державних, територіальних та інших  

АСУ - це колективи людей. Друга відмінність полягає у формі передачі ін- 

формації. Для АСУ ТП основною формою передачі інформації є сигнал, а в  

інших АСУ - документи.  
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АІС управління організаційно-технологічними процесами - 

багаторівневі, ієрархічні системи, що поєднують у собі АІС управління 

технологічними процесами та АІС управління підприємствами.  

АІС організаційного управління об’єктом призначені для автоматизації   

функцій   управлінського   персоналу,   обслуговують   

виробничогосподарські, соціально-економічні функціональні процеси, що 

реалізуються на всіх рівнях управління економікою, зокрема:  

•    банківські АІС;  

•    АІС фондового ринку;  
•    фінансові АІС;  
•    страхові АІС;  
•    податкові АІС;  

•    АІС митної служби;  
•    статистичні АІС;  
•    АІС промислових підприємств та організацій.  

Основними функціями таких систем є оперативний контроль і 

регулювання, оперативний облік і аналіз, перспективне і оперативне 
планування, бухгалтерський облік, управління збутом і постачанням та 
розв’язок інших економічних та організаційних завдань.  

Інтегровані АІС призначені для автоматизації всіх функцій управління 

фірмою і охоплюють весь цикл функціонування економічного об’єкта, 
починаючи від науково-дослідних робіт, проектування, виготовлення, випуску 
та збуту продукції до аналізу експлуатації виробу.  

Корпоративні АІС використовуються для автоматизації всіх функцій 
управління фірмою чи корпорацією, яка має територіальну відокремленість 

підрозділів, філій, відділів, офісів тощо.  
АІС наукових досліджень забезпечують високу якість та ефективність 

міжгалузевих розрахунків і наукових дослідів. За методичну базу таких систем 
правлять економіко-математичні методи, за технічну - різноманітна 

обчислювальна техніка і технічні засоби для проведення експериментальних 
робіт з моделювання.  

Як організаційно-технологічні системи, так і системи наукових дослі- 
джень можуть включати в себе системи автоматизованого проектування  
робіт (САПР). САПР використовуються для проектування деталей та вузлів  

машин, елементної бази, виробничого і технологічного проектування. Такі  
системи призначені для автоматизації праці інженерів-проектувальників і  
розробників нової техніки чи технології. Вони допомагають здійснювати:  

•    розробку нових виробів і технологій їх виробництва;  

•    різноманітні інженерні розрахунки;  
•    створення графічної документації (креслень, схем тощо);  
•    моделювання проектованих об’єктів;  
•    створення управлінських програм для верстатів із числовим про- 

 грамним управлінням.  
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Навчальні АІС набувають значного поширення у підготовці спеціалістів 

системи освіти, у підготовці та підвищенні кваліфікації працівників різних 

галузей.  

3.  За  рівнем  автоматизації  процесів  управління  -  інформаційно- 

пошукові, інформаційно-довідкові, інформаційно-керівні, системи підтримки 

прийняття рішень, інтелектуальні ІС.  

Залежно від мети функціонування та завдань, які покладені на ІС на 

етапах збору та змістової обробки даних, розрізняють такі типи ІС: 

інформаційно-пошукові,    інформаційно-довідкові,    інформаційно-

управляючі (управлінські), інтелектуальні інформаційні системи та системи 

підтримки прийняття рішень.  

Інформаційно-пошукові системи (ІСП) орієнтовані на розв’язування за- 

дач пошуку інформації. Змістова обробка інформації у таких системах від- 

сутня.  

В інформаційно-довідкових системах (ІДС) за результатами пошуку 

обчислюють значення арифметичних функцій.  

Інформаційно-управляючі системи (відомі ще під назвою “автоматизо- 

вані системи організаційного управління”) являють собою організаційно- 

технічні системи, які забезпечують вироблення рішення на основі автома- 

тизації інформаційних процесів у сфері управління. Ці системи призначені  

для автоматизованого розв’язування широкого кола задач управління.  

До інформаційних систем нового покоління належать системи підтримки 

прийняття рішень та інформаційні системи, побудовані на штучному інтелекті 

(інтелектуальні ІС).  

СППР - це інтерактивна комп’ютерна система, яка призначена для 

підтримки різних видів діяльності при прийнятті рішень із 

слабоструктурованих або неструктурованих проблем.  

Інтерес до СППР, як перспективної галузі використання обчислювальної 

техніки та інструментарію підвищення ефективності праці у сфері управління 

економікою, постійно зростає. У багатьох країнах розробка та реалізація СППР 

перетворилася на частину бізнесу, яка швидко розвивається.  

Штучний інтелект - це штучні системи, створені людиною на базі ЕОМ, що 

імітують розв’язування людиною складних творчих задач. Створенню 

інтелектуальних інформаційних систем сприяла розробка в теорії штучного 

інтелекту логіко-лінгвістичних моделей. Ці моделі дають змогу формалізувати 

конкретні змістовні знання про об’єкти управління та процеси, що 

відбуваються в них, тобто ввести в ЕОМ логіко-лінгвістичні моделі поряд з 

математичними. Логіко-лінгвістичні моделі (це семантичні мережі, фрейми, 

продукувальні системи) іноді об’єднуються терміном “програмно-апаратні 

засоби в системах штучного інтелекту”.  
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Розрізняють три види інтелектуальних ІС:  

•    інтелектуальні інформаційно-пошукові системи (системи типу 

“запитання-відповідь”), які у процесі діалогу забезпечують взаємодію 

кінцевих користувачів - непрограмістів з базами даних та знань професійними 

мовами користувачів, близькими до природних;  

•    розрахунково-логічні системи, які дають змогу кінцевим користувачам, 

що не є програмістами та спеціалістами в галузі прикладної математики, 

розв’язувати в режимі діалогу з ЕОМ свої задачі з використанням складних 

методів і відповідних прикладних програм;  

•    експертні   системи,   які   дають   змогу   проводити   ефективну 

комп’ютеризацію областей, в яких знання можуть бути подані в експертній 

описовій формі, але використання математичних моделей утруднене або 

неможливе.  

В економіці України найпоширенішими є експертні системи. Це системи, 

які дають змогу на базі сучасних персональних комп’ютерів виявляти, 

нагромаджувати та коригувати знання з різних галузей народного 

господарства (предметних областей).  

4. За рівнем автоматизації інформаційних процесів - ручні ІС, 

автоматизовані ІС, автоматичні ІС.  

Ручні ІС характеризуються відсутністю сучасних технічних засобів обробки 

інформації і виконанням всіх операцій людиною за заздалегідь розробленими 

методиками.  

Автоматизовані ІС - людино-машинні системи, які забезпечують 

автоматизований збір, обробку і передачу інформації, необхідної для 

прийняття управлінських рішень в організаціях різного типу.  

Автоматичні ІС характеризуються виконанням всіх операцій по обробці 

інформації автоматично, без участі людини, але залишають за людиною 

контрольні функції.  

5. За ступенем централізації обробки інформації  - централізовані ІС,  

децентралізовані ІС, інформаційні системи колективного використання.  

 Централізовані АІС - накопичення і обробка інформації здійснюється в  

єдиному центрі. Доступ до АІС може здійснюватись з одного або багатьох  

терміналів.  

Децентралізовані  АІС  побудовані  за автономним принципом. Кожна АІС 

певного рівня обслуговує певне коло користувачів. Прикладом може бути АІС 

державної статистики: АІС районного рівня обслуговує певний район, АІС 

обласного рівня - певну область і т.д. У разі необхідності інформація може 

бути отримана з будь-якого рівня.  

АІС колективного користування характерна тим, що доступ до неї може бути 

з багатьох різних терміналів, які під’єднані до АІС.  
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6. За ступенем інтеграції функцій - багаторівневі ІС з інтеграцією за 

рівнями управління  (підприємство-об’єднання, об’єднання  - галузь і т.ін.), 

багаторівневі ІС з інтеграцією за рівнями планування тощо.  

Однорівневі АІС - це інформаційні системи, які обслуговують окремі 

підрозділи управління чи виробництва. Наприклад, АІС фінансового відділу, 

АІС диспетчера виробництва.  

До багаторівневих АІС з інтеграцією за функціями управління належать, 

наприклад, бухгалтерські АІС, виробничі АІС, кадрові АІС тощо.  

 Прикладами багаторівневих АІС з інтеграцією за рівнями управління є  

загальнодержавні АІС, галузеві АІС, АІС підприємств тощо.  
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3. ТЕОРЕТИЧНІ ОСНОВИ ЕФЕКТИВНОСТІ ІС  

3.1. Завдання та функції ІС  

Інформаційна система покликана своєчасно подавати органам управління 
необхідну і достатню інформацію для прийняття рішень, якість яких 
забезпечує високоефективну діяльність об’єкта управління та його підрозділів. 
До головних її завдань належать:  

•    виявлення та збір інформації з різних джерел;  

•    реєстрація, оброблення та видача інформації, що характеризує стан  
 виробництва й управління;  
•    розподіл інформації між керівниками, підрозділами та виконавця- 
 ми відповідно до їх участі в управлінні.  

З появою нових інформаційних технологій поняття “завдання” 
розглядається значно ширше - як завершений комплекс опрацювання 
інформації, що забезпечує або видачу прямої управлінської дії на хід 
виробничого процесу, або видачу необхідної інформації для прийняття 
управлінських рішень. Завдання ІС повинно розглядатись як елемент системи 

управління, а не як елемент системи опрацювання даних.  
Функція ІС - сукупність дій інформаційної системи, яка спрямована на 

досягнення зазначеної мети.  
Наприклад, автоматизовані економічні інформаційні системи - системи, 

основні функції яких зводяться до виконання таких операцій над економічною 
інформацією, як реєстрація, ввід, передача, зберігання, обробка, відображення 
тощо.  

Потенційні можливості ІС реалізуються через їх функції, до яких належать:  
•    обчислювальна - вчасно і якісно виконує оброблення інформації в усіх 

аспектах, що цікавлять систему управління;  
•    відслідковувальна - відстежує і формує всю необхідну для управління 

зовнішню та внутрішню інформацію;  
•    запам’ятовувальна - забезпечує безупинне накопичення, 

систематизацію, збереження і відновлення всієї необхідної інформації;  
•    комунікаційна - забезпечує передачу потрібної інформації в задані 

пункти;  
•    інформаційна - реалізує швидкий доступ, пошук і видачу необхідної 

інформації;  

•    регулювальна - здійснює інформаційно-керуючий вплив на об’єкт 
управління і його ланки при відхиленні їхніх параметрів функціонування від 
заданих значень;  

•    оптимізаційна - забезпечує оптимальні розрахунки в міру зміни цілей, 

критеріїв та умов функціонування об’єкта управління;  
•    прогнозна - визначає основні тенденції, закономірності та показники 

розвитку об’єкта управління;  
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•    аналітична - визначає основні показники техніко-економічного рівня 
виробництва і господарської діяльності;  

•    документувальна - забезпечує формування всіх обліково-звітних, 
планово-розпорядницьких, конструкторсько-технологічних та інших форм 
документів.  

За тривалістю функцiї IС розбивають на двi групи:  
1) неперервнi функцiї  (Н-функцiї)  - функцiї, для виконання яких нео- 

бхiдне неперервне функцiонування засобiв системи, що беруть участь у їх ре- 
алiзацiї, протягом всього розрахункового iнтервалу часу (змiни, мiсяця, року);  

2) функцiї-процедури  (дискретнi функцiї, Д-функцiї)  - функцiї, виконання 
яких зводиться до епiзодичної реалiзацiї деяких процедур в заздалегiдь 
визначенi моменти часу або при надходженнi запитiв.  

Межа мiж цими двома видами функцiй нечiтка, деякi функцiї IС можна 
розглядати i як Н-функцiї, i як Д-функцiї.  

Декомпозиція  ІС  за  функціональною  ознакою  містить  виділення  її 
окремих частин, які називають функціональними підсистемами 
(функціональними модулями), що реалізують систему функцій управління. 
Функціональна ознака вказує на призначення підсистеми, тобто для якої сфери 

діяльності вона призначена і які основні цілі, завдання та функції вона виконує. 
Функціональні підсистеми значною мірою залежать від предметної області 
інформаційних систем.  

3.2. Структура ІС  

Структура ІС складається з таких компонентів:  
• власне інформації; 
• системи оброблення інформації; 
• входу; 
• виходу; 
• внутрішніх і зовнішніх каналів. 

Кожна система існує не відокремлено, а під дією як суміжних систем, так і 
навколишнього середовища. Кількість таких впливів безмежна, але 
враховуються тільки ті з них, які суттєво впливають на досліджувані параметри 

системи. Ці впливи називаються входами. Входи поділяють на керуючі та 
збурювальні. До керуючих впливів належать директиви, економічні нормативи, 
планові завдання, корективи обсягів робіт та ін.; до збурювальних - зриви у 
постачанні матеріалів (зовнішні), хвороби працівників, простої, вихід з ладу 
устаткування (внутрішні).  

Оскільки всі системи - взаємозалежні, кожна з них, у свою чергу, впливає на 
зовнішнє середовище. Особливості цього впливу визначаються виходом 
системи.  

Вхід і вихід системи є взаємозалежними, між ними існує прямий 

причинно-наслідковий зв’язок, що виявляється у функціонуванні системи.  
 Окрім вхідних і вихідних параметрів, система характеризується множи- 
ною змінних, які визначають внутрішній стан.  
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При дослідженні системи управління найбільший інтерес викликає 
залежність між її входом і виходом. Відповідно зміну вихідних параметрів 
під впливом вхідних кваліфікують як перетворення системи.  

Цілеспрямованим впливом однієї системи (підсистеми) на іншу, який  
має на меті змінити її поведінку в певному напрямі (відповідно до заданої  

мети),  є  управління.  Звідси  випливає,  що  система,  яка  реалізує  процес  
управління,  складається,  як  мінімум,  із  двох  частин:  керованої (якою  
управляють) і керуючої (яка управляє).  

Керована система - це виробничо-технічна система, а керуюча - це система 

вищого рівня. Механізми процесу управління дуже складні та важкодоступні 
для розгляду. Розкрити їх зміст допомагає кібернетичний підхід, який 
розглядає тільки інформаційні процеси.  

При вивченні теоретичних основ ефективності широко використовуються 
такі поняття як система, об’єкт, елемент.  

Елемент   це такий об’єкт, окремі частини якого не представляють 
суттєвого інтересу в межах певного аналізу.  

Під терміном “система” будемо вважати множину (сукупність) діючих 
об’єктів,  взаємозв’язаних  між  собою  функціонально  і  розглядуваних  як 

єдине структурне ціле.  
Кожна система має властивості подільності і цілісності.  

Властивість подільності означає, що систему можна уявити як таку, що 
складається з самостійних частин, кожна з яких може розглядатися як 

самостійна підсистема. Можливість виділення підсистем (декомпозиція 
системи) спрощує її аналіз, розробку, впровадження та експлуатацію і в той 
же час є досить складним завданням.  

Властивість  цілісності  вказує  на  узгодженість  цілей  функціонування 

підсистем та елементів системи з цілями всієї системи.  
 Поняття “елемент”, “об’єкт” і “система” досить відносні. Поділ системи  
на елементи залежить від потрібної точності аналізу, від рівня наших уявлень 
про систему тощо. Крім того, об’єкт, який вважався системою в одному 
дослідженні, може розглядатись як елемент, якщо вивчається система 

більшого масштабу. Наприклад, в інформаційній мережевій системі елементом 
може вважатись комп’ютер, термінал, канал зв’язку та ін. А розглядаючи 
функціонування комп’ютера, можна виділити процесор, вхідні та вихідні 
пристрої, інтерфейси і т.д.  

Структура ІС - характеристика внутрішнього стану системи, опис 
постійних зв’язків між її елементами.  

Функціональна структура ІС - структура, елементами якої є підсистеми 

(компоненти), функції ІС або її частини, а зв’язки між елементами - 

це потоки інформації, що циркулює між ними при функціонуванні ІС.  

Технічна структура ІС  - структура, елементами якої є обладнання 

комплексу технічних засобів ІС, а зв’язки між елементами відбивають 

інформаційний обмін.  
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Організаційна структура ІС - структура, елементами якої є колективи 

людей та окремі виконавці, а зв’язки між елементами - інформаційні, 

субпідрядності і взаємодії.  

Документальна структура ІС - структура, елеметами якої є неподільні 

складові і документи ІС, а зв’язки між елементами - взаємодії, вхідності і 

субпідрядності.  

Алгоритмічна структура ІС - алгоритми, зв’язки між якими реалізуються 

за допомогою інформаційних масивів.  

Програмна структура ІС - елементами структури є програмні модулі, 

зв’язки між якими реалізуються у вигляді інформаційних масивів.  

 Інформаційна структура ІС - структура, елементами якої є форми іс- 

нування і подання інформації у системі, а зв’язки між ними - операції 

перетворення інформації в системі.  

Таким чином, кожна система характеризується:  

структурою - множиною елементів системи і взаємозв’язків між ними;  

 функціями кожного елемента системи і системи в цілому;  

 входом і виходом кожного елементу і системи в цілому;  

 цілями й обмеженнями системи та її окремих елементів.  

 Інформаційні системи можуть мати просту та складну структуру. Їх  

 ускладнення іде сьогодні в різних напрямках. З одного боку, в склад систем  

входить все більша кількість комплектуючих елементів. З другого боку,  

ускладнюється їх структура, визначаюча з’єднання окремих елементів та їх  

взаємодію в процесі функціонування і підтримки працездатності. При цьо- 

му ускладнення систем є прямим наслідком постійно зростаючої відповіда- 

льності виконуваних ними функцій, складності та різноманітності цих фун- 

кцій.  

При інших рівних умовах система, яка складається з великої кількості 

комплектуючих елементів та має більш складну структуру і складний алгоритм 

функціонування, є менш надійною порівняно з простішою системою. Все це 

вимагає розробки спеціальних методів забезпечення надійності таких систем, 

включаючи розробку математичних методів розрахунку надійності та 

експериментальної оцінки.  

3.3. Фактори впливу на ефективність ІС  

Для розгляду теоретичних основ ефективності інформаційних систем, 

введемо основні терміни та визначення, що характеризують надійність системи, 

як визначальну характеристику ефективності її функціонування.  

Надійність системи - властивість її зберігати працездатність в заданих  

умовах функціонування. Говорячи про працездатність, слід зразу ж визначи- 

ти критерій відмови системи. Відмова - це подія, після виникнення якої сис- 

тема втрачає здатність виконувати задане призначення. Ці два поняття в пе- 
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вному розумінні виражаються одне через друге: відмова  це втрата 

працездатності. Але для тієї чи іншої інформаційної системи конкретне 

визначення відмови залежить від багатьох факторів: призначення системи, 

виконуваного завдання, вимог до виконання даної конкретної функції та ін.  

У теорії надійності розрізняють дві основні категорії відмов: раптові та 

поступові.  

Раптова  відмова  виникає внаслідок стрибкоподібної  зміни вихідного 

параметра системи, в результаті чого він виявляється поза областю 

допустимих значень.  

Причинами раптових відмов є, наприклад, обриви, порушення контактів, 

короткі замикання тощо.  

За характером прояву така відмова стійка, тобто приводить до втрати 

працездатності апаратури на час усунення відмови.  

Поступова відмова виникає внаслідок дрейфів параметрів системи під 

впливом зовнішніх факторів: зміни температури середовища, вологості, 

напруги живлення, часу тощо. Дрейфи приводять до відмови в момент 

перевищення вихідним параметром допустимого значення. Оскільки дрейф 

параметрів може бути оборотним, працездатність системи в багатьох випадках 

відновлюється при зменшенні інтенсивності зовнішньої дії.  

Відмови, що самоусуваються, називаються збоями.  

Комп’ютер, що є в складі ІС,   може вийти з ладу не тільки внаслідок  

збою операційної системи, дій користувача чи зловмисника, а й в результаті  

збою апаратного пристрою. Навіть найкращі операційні системи є надійни- 

ми настільки, наскільки надійною є їх апаратна платформа. Відмови апара- 

тних пристроїв, їх компонент приводять в кращому випадку до простоїв си- 

стеми, в гіршому - до втрати даних. У зв’язку з цим не можна ігнорувати  

наступне:  

•    будь-який механічний або електронний пристрій рано чи пізно 
відмовить, у тому числі жорсткий диск чи материнська плата;  

•    електрична енергія, що використовується для живлення більшості 
комп’ютерних  систем,  може  бути  непередбачено  вимкнена,  спотворена 
шумами, викидами.  

Висока складність та мініатюрні розміри електронних пристроїв роблять 

їх дуже чутливими до якості електричного живлення. В той же час якість 

сучасної енергетичної системи не розрахована на відповідність вимогам до 

живлення комп’ютерних систем.  

Розрізняють чотири типи проблем, властивих енергетичним системам:  

•    вимикання живлення;  

• “зашумлення” електричної напруги; 
•    викиди напруги; 
•    падіння напруги.  
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Наслідки  вимикання живлення очевидні, комп’ютер просто перестає 

працювати.  

Причиною шумів, що спотворюють напругу живлення, є електромагнітне 

випромінювання від неекранованих електронних пристроїв та природних явищ, а 

наслідком може бути відмова деяких чутливих пристроїв.  

Викиди напруги - це раптове збільшення амплітуди напруги до рівня, що 

перевищує максимально можливе допустиме значення і може бути причиною 

виведення з ладу обладнання.  

Падіння напруги - це короткочасне зниження амплітуди напруги до рі- 

вня, недостатнього для нормального функціонування пристроїв. Реакцією  

на падіння напруги може бути самовільне перезавантаження комп’ютера, в  

результаті чого можуть бути втрачені дані або пошкоджені апаратні при- 

строї.  

Найбільш ефективним захистом при використанні неякісних систем 

живлення є джерела безперебійного живлення.  

Основні ознаки класифікації відмов подані в таблиці 3.1.  

Таблиця 3.1  

Класифікація відмов 

Ознака класифікації 

Характер змін параметра 

до моменту відмови 

 

Ступінь втрати корисних властивостей 

Відновлюваність корисних 

властивостей 

Зв’язок з іншими відмовами 

 

Наявність зовнішніх ознак 

 

Причина виникнення 

 

 

 

Період появи 

 

 

 

Ціна відмови 

Вид відмови 

раптова 

поступова (параметрична) 

збої 

повна 

часткова 

незворотня 

зворотня 

незалежна 

залежна 

явна 

неявна 

конструктивна 

технологічна 

експлуатаційна 

період напрацювання 

при роботі нормальна експлуатація 

період старіння 

при зберіганні 

при випробуваннях 

простоювання техніки (збитки від ремонту) 

невиконання завдання (втрати від цього) 

моральні збитки  

Залежно від характеру обслуговування розрізняють системи відновлювані та 

невідновлювані.  
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Система називається невідновлюваною (або одноразової дії), якщо 

використання її припиняється зразу ж після першої відмови.  

 Інформаційні системи бувають простими і складними.  

Простими системами вважаються такі, в яких чітко визначена ознака 

відмови, тобто можна вказати елемент, відмова якого приводить до відмови 

системи.  

Надійність - властивість зберігати в часі у встановлених межах значення 

всіх параметрів, які характеризують здатність виконувати потрібні функції в 

заданих режимах і умовах використання, технічного обслуговування, ремонту, 

зберігання і транспортування.  

Надійність є комплексною властивістю, що включає такі складові, як 

безвідмовність, ремонтопридатність, збережуваність і довговічність, а також 

безпечність, відмовостійкість та живучість.  

Безвідмовність - властивість   безперервно зберігати працездатний стан 

протягом деякого часу роботи чи деякого напрацювання.  

 Ремонтопридатність  -  властивість    відновлювати  працездатність  у  

процесі технічного обслуговування та ремонту.  

Збережуваність - властивість   безперервно зберігати справний і 
працездатний стан протягом зберігання, після зберігання або транспортування.  

 Довговічність  - властивість зберігати працездатний стан до настання  

граничного стану при встановленій системі технічного обслуговування і 
ремонту (граничний стан - стан об’єкту, при якому його подальша експлуатація 

або технічно неможлива, або економічно невигідна).  

 Ці складові надійності загальновизнані і використовуються для аналізу  
широкого класу систем та пристроїв. Сучасні інформаційно-вимірювальні 

системи та системи збору і обробки інформації будуються на основі складної 

мікропроцесорної техніки. Усталені режими та умови експлуатації таких 
систем можуть порушуватись, однак при цьому працездатність повинна 

зберігатись хоча б частково.  

Здатність пристрою чи системи зберігати працездатність при порушенні 
режимів та умов експлуатації, а також у випадках відмови окремих елементів 
системи характеризується такими властивостями, як відмовостійкість та 
живучість.  

Відмовостійкість - властивість пристрою чи системи зберігати повну або 
часткову працездатність у випадках відмов окремих елементів, що не 
пов’язані із зовнішніми нерегламентованими діями.  

Живучість - властивість пристрою чи системи зберігати повну або часткову 

працездатність у випадках відмов окремих елементів, що пов’язані із 
зовнішніми нерегламентованими діями.  

Безпечність   здатність системи функціонувати, не переходячи в 
небезпечний стан. Для інформаційних систем ця властивість не є суттєвою в 
порівнянні, наприклад, із системами атомної енергетики.  
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Ефективність та рівень надійності ІС залежать від таких основних факторів:  

1) складу та рівня надійності використовуваних технічних засобів, їх 

взаємозв’язку в надійнісній структурі комплексу технічних засобів (КТЗ) ІС;  

2) складу та рівня надійності використовуваних програмних засобів, їх 

змісту  (можливостей) та взаємозв’язку в структурі програмного 

забезпечення (ПЗ) ІС;  

3) рівня кваліфікації персоналу, організації його роботи та рівня надійності 

його дій;  

4) раціональності розподілу завдань, які вирішує система, між КТЗ, ПЗ і 

персоналом ІС;  

5) режимів, параметрів та організаційних форм технічної експлуатації КТЗ 

ІС;  

6) міри використання різних видів резервування (структурного, 

інформаційного, часового, алгоритмічного, функціонального тощо);  

7) міри використання методів та засобів технічної діагностики;  

8) реальних умов функціонування ІС.  

3.4. Особливості ІС з точки зору ефективності  

При вирішенні питань, пов’язаних із забезпеченням необхідного рівня 

ефективності ІС, необхідно враховувати такі особливості:  

1) кожна ІС є багатофункціональною системою, функції якої мають суттєво 

різну значущість і, відповідно, характеризуються різним рівнем вимог до 

надійності їх виконання;  

2) в багатьох ІС можуть виникати деякі критичні ситуації, які є 

поєднанням відмов чи помилок функціонування системи і здатні привести до 

значних порушень у висвітленні інформації;  

3) у функціонуванні ІС беруть участь різні види її забезпечення та 

персонал, які можуть в тій чи іншій мірі впливати на рівень надійності ІС та, 

відповідно, її ефективність;  

4) в склад кожної ІС входить велика кількість різнорідних елементів 

(технічних, програмних та ін.), при цьому у виконанні однієї функції ІС 

зазвичай беруть участь декілька різних елементів, а один і той же елемент 

може брати участь у виконанні кількох функцій системи.  
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4. МЕТОДОЛОГІЧНІ ЗАСАДИ ОЦІНЮВАННЯ ЕФЕКТИВНОСТІ ІС  

4.1. Технічна, економічна та оперативна ефективність ІС  

Ефективнiсть  сукупнiсть властивостей, якi визначають ступiнь 

пристосування системи до виконання поставлених перед нею завдань.  

 Iз двох систем ефективнiшою вважається та, яка краще вiдповiдає своє- 

му призначенню.  

Ефективнiсть може бути технiчною, економiчною, оперативною i т.д.  

Технiчна ефективнiсть  мiра пристосування системи до виконання 

експлуатацiйного завдання, обумовлена її технiчними характеристиками.  

 Економiчна ефективнiсть  мiра вигiдностi економiчних затрат на ство- 

рення i використання системи.  

Оперативна ефективнiсть   характеристика результатiв використання 

системи, обумовлена не тiльки її технiчним станом, але й протидiючими 

факторами.  

Якщо поняття надiйностi використовується для оцiнки технiчного стану  

складових  частин  системи,  то  поняття  ефективностi   для  оцiнки  

очiкуваних або отриманих результатiв застосування системи.  

Ефективнiсть i надiйнiсть  це комплекснi поняття, якi складаються з 

багатьох окремих взаємопов’язаних властивостей. Пiдвищення надiйностi 

системи не самоцiль, а лише один iз засобiв забезпечення високого рiвня 

ефективностi. Надiйнiсть  системи  в значнiй  мiрi визначає загальнi 

економiчнi показники її роботи.  

Мiж надiйнiстю i технiчною ефективнiстю iснує безпосереднiй зв’язок:  

чим надiйнiший об’єкт, тим вища його технiчна ефективнiсть. Тому змiна  

технiчної ефективностi може бути мiрою апаратної надiйностi, i навпаки.  

Основнi фактори, що впливають на надiйнiсть IС та її компонентів, можна 

роздiлити на двi групи:  

1) апаратнi (технiчнi), тобто такi, що залежать вiд стану апаратури i її 

елементiв;  

2) неапаратнi, тобто такi, що не залежать вiд стану апаратури, але впливають 

на функцiональну надiйнiсть.  

Апаратнi (технiчнi) фактори подiляються на конструктивно-схемнi i 

виробничi.  

До конструктивно-схемних факторiв вiдносять:  

•  вибiр структурної i функцiональної схеми системи чи її компонентів, 

способiв резервування i контролю;  

•  вибiр комплектуючих елементiв i матерiалiв, а також робочих умов, в 

яких повиннi працювати комплектуючi елементи;  

•  назначення вимог до допускiв на технiчнi характеристики елементiв;  

•  захист вiд зовнiшнiх i внутрiшнiх несприятливих впливiв.  
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До технiчних засобiв забезпечення надiйностi конструктивного характеру 

вiдносять:  

•  автоматизованi цифровi, аналого-цифровi, комп’ютернi комплекси,  

якi дозволяють проектантам розробляти велику кiлькiсть альтернативних  

варiантiв виробiв системи i вибирати найбiльш надiйнi та ефективнi з них;  

•  засоби автоматизованої розробки конструкторської i технологiчної 

документацiї;  

•  технiчнi  засоби  навчання  i  пiдвищення  квалiфiкацiї  працiвникiв 

(конструкторiв, проектантiв);  

•  автоматизована система iнформацiї з питань якостi i надiйностi виробiв.  

До  виробничих  факторiв  вiдносять  такi,  що  виникають  в  процесi 

пiдготовки виробництва, виготовлення i виробничого контролю технічних 

елементів системи:  

•    точнiсть виконання заданої форми;  

•    забезпечення пружних, магнiтних та електричних характеристик;  
•    забезпечення контактних властивостей;  
•    ретельнiсть виявлення прихованих виробничих дефектiв при про- 

 веденнi контролю.  
До технiчних засобiв забезпечення надiйностi виробничого характеру 

вiдносять:  
•    прогресивне автоматизоване виробничо-технологiчне обладнання,  

 засоби контролю i управлiння технологiчними процесами.  

 До технiчних засобiв забезпечення надiйностi експлуатацiйного харак- 
 теру вiдносять:  

•    технiчнi засоби для вiдпрацювання експлуатацiйної документацiї 
(стенди, макети, iмiтатори) i навчання експлуатуючого персоналу;  

•    автоматизованi засоби контролю, дiагностики i пошуку несправностей, 
якi використовуються при вводi виробiв в експлуатацiю;  

•    технiчнi засоби для проведення попереджувальних i регламентних 
робiт.  

Надiйнiсть  комплексiв  технiчних  засобiв  IС  iз-за  їх  складностi, 

громiздкостi та iндивiдуальних вiдмiнностей, як правило, експериментами не 
встановлюється, а розраховується в процесi проектування.  

Для визначення розрахункової надiйностi технiчних засобiв використовують 
данi про надiйнiсть елементiв, якi входять в них.  

 Пiдприємства-виготовлювачi  технiчних  засобiв  мають  розрахунковi  i  
експериментальнi данi про їх надiйнiсть, якi наводяться в каталозi Державної 
системи приладiв, iнодi в проспектах.  

Надiйнiсть  пов’язана  з  рiвнем  розвитку  технiки,  тому  показники 

надiйностi технiчних засобiв увесь час пiдвищуються, що необхiдно 

враховувати при розрахунках в подальшi перiоди.  
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Сучасна тенденцiя розробки технiчних засобiв IС полягає в максимальному 

використаннi приладiв i засобiв автоматизацiї, що серiйно випускаються, без 

будь-якого втручання в їх конструкцiю, технологiю виробництва, режими 

живлення тощо.  

Це досягається завдяки:  

•    вибору бiльш надiйного опорного варiанту системи при проектуваннi;  

•    спрощення системи;  

•    вибору найнадiйнiших елементiв;  

•    полегшення режимiв роботи;  

•    введення запасiв працездатностi;  

•    тренування елементiв i системи;  

•    створення контролепридатних i вiдновлюваних систем;  

•    стандартизацiї та унiфiкацiї елементiв i вузлiв;  

•    проведення профiлактичних заходiв;  

•    навчання персоналу.  

Неапаратнi фактори виникають поза сферою проектування i виробництва 

апаратури. До них вiдносяться:  

•    якiсть   алгоритмiв   та   програм   для   виробiв   з   програмним  

 управлiнням;  

•    квалiфiкацiя  обслуговуючого  персоналу  i  якiсть  обслуговування  

 апаратури;  

•    умови роботи апаратури, в тому числi температура, вологiсть, зава- 

 ди та iн.  

Таким чином, надiйнiсть системи закладається при проектуваннi, 

забезпечується при виробництвi її апаратної частини i пiдтримується при 

експлуатацiї.  

Ефективнiсть  інформаційної  системи  складається  з  економiчностi  її 
складових частин.  

Одночасно iз створенням технiчної бази АIС велику увагу надають еко- 
номiчностi органiзацiї виробництва, оскiльки впровадження навiть доско- 
налої системи у виробництво з поганою органiзацiєю може знизити її ефек- 

тивнiсть.  
При виборi складу iнформацiйного забезпечення враховують, що 

економiчнiсть iнформацiї суттєво залежить вiд часу мiж її отриманням та 
використанням.  Це  в  свою  чергу  висуває  завдання  пошуку  оптимального 

об’єму iнформацiї i моменту її отримання, що реалiзується при розробцi 
iнформацiйного забезпечення.  

Суттєве значення має економiчнiсть технiчних засобiв, оскiльки у вартостi 
створення IС вони займають основний об’єм. Одночасно з вибором 
вiдповiдного данiй системi типу засобiв необхiдно вирiшувати завдання 

пошуку їх оптимального об’єму та вiдповiдних цьому об’єму затрат, що 
можна назвати вибором оптимального рiвня автоматизацiї.  
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Вiдомо,  що  виробничi  об’єкти,  навiть  однотипнi,  можуть  суттєво 
вiдрiзнятися   мiж   собою   за   варiантами   технологiчного   обладнання, 
квалiфiкацiєю персоналу, умовами функцiонування, рiвнем автоматизацiї та iн. 
У зв’язку з цим кожен об’єкт має свiй iндивiдуальний рiвень i резерви 
ефективностi автоматизацiї.  

Для кожної конкретної IС мета її створення полягає в забезпеченнi 
найбiльш  повного  використання  можливостей  об’єкта  управлiння  для 
вирiшення поставлених перед ним завдань.  

Ефективнiсть   IС   визначають   порiвнянням   результатiв   вiд   її 
функцiонування i затрат всiх видiв ресурсiв, необхiдних для її створення i 

розвитку.  
Оцiнку ефективностi IС проводять при:  
•    формуваннi вимог, якi ставляться до IС;  
•    аналiзi  створюваних  i  функцiонуючих  IС  на  вiдповiднiсть  нео- 

 бхiдним вимогам;  
•    виборi найкращого варiанту створення, функцiонування i розвитку IС;  
•    синтезi (формуваннi) найбiльш доцiльного варiанту побудови IС за  

 критерiєм “ефективнiсть - затрати”.  

4.2. Взаємозв’язок показників ефективності системи  

і надійності її окремих елементів  

Показник ефективностi  це мiра однiєї властивостi (характеристики)  
системи.  Показник  ефективностi  завжди  має  кiлькiсний  змiст,  тобто  є  

вимiрюванням деякої властивостi. З цiєї причини використання деякого по- 
казника ефективностi передбачає наявнiсть способу вимiрювання (оцiнки)  
значення цього показника. Для оцiнок ефективностi систем можуть брати- 
ся, наприклад, такi показники, як продуктивнiсть, вартiсть, надiйнiсть, га- 

барити i т.д.  
На практицi показник ефективностi вибирають так, щоб вiн був критич- 

ним до тих факторiв, вплив яких на систему найбiльш суттєвий у розгляду- 
ванiй конкретнiй ситуацiї. Наприклад, для обчислювальних систем, якi є  
ланкою контуру управлiння, ефективнiсть визначається швидкодiєю; харак- 
теристиками вхiдних i вихiдних сигналiв, якi забезпечують узгодження з  
датчиками i виконуючими органами; надiйнiстю, оскiльки невиконання си- 
стемою функцiй, покладених на неї, може привести до серйозних наслiдкiв.  

Показники ефективностi можуть мати рiзну природу. Ними можуть бути, 
зокрема, i показники надiйностi.  

Частковi показники ефективностi бувають суперечливими, так як по- 
кращення одного з них може викликати погiршення iнших, а це приведе до  
зниження ефективностi системи. Наприклад, пiдвищення точностi досяга- 
ється збiльшенням апаратних затрат, що приводить до зростання вартостi,  
габаритiв, споживної потужностi, а iнколи до зниження надiйностi.  

У зв’язку з цим при проектуваннi та експлуатацiї технiчних компонентів  
системи необхiдно проводити комплексну оцiнку системи за показниками  
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ефективностi з врахуванням надiйностi, прагнучи до максимальної 
ефективностi системи.  

Таким чином, якщо позначити деякий узагальнений показник надiйностi IС 
через N, то можна стверджувати, що завжди має мiсце залежнiсть:  

E = f (N ) 

Отже, в інформаційній системі, з одного боку, надiйнiсть самостiйного 

значення не має i вiдiграє роль лише в тiй мiрi, в якiй вона вiдбивається на 

показниках ефективностi IС. З іншого боку, без врахування надiйностi 

неможлива реальна оцiнка ефективностi IС.  

При дослiдженнi надiйностi IС, пов’язаної з ефективнiстю, виникають два 

основних завдання:  

1) розрахунок показникiв ефективностi IС з врахуванням надiйностi;  

2) визначення оптимального рiвня надiйностi IС за критерiєм максимуму 

(мiнiмуму) взятого показника ефективностi.  

Вирiшення цих завдань, особливо другого  завдання оптимiзацiї, суттєво 

ускладнюється тим, що надiйнiсть IС  складне поняття, яке не зводиться  

до  одного  числового  показника.  Тому  постановку  завдання  оптимiзацiї 

звичайно рiзко обмежують, вводячи в розгляд якийсь один (рiдше два чи три) 

числовi показники надiйностi, наприклад, напрацювання на вiдмову, i 

вважаючи фiксованими всi iншi.  

У зв’язку з цим при кiлькiснiй оцiнцi надiйностi складних систем 

необхiдно вибирати такi показники, якi б характеризували змiну ефективностi 

системи, обумовлену вiдмовами елементiв системи.  

Мiрою ефективностi системи є критерiй ефективностi. Критерiй 

ефективностi має кiлькiсний змiст i вимiрює ступiнь ефективностi системи, 

узагальнюючи всi її властивостi в однiй оцiнцi  значеннi критерiя 

ефективностi. Ефективнiсть систем, створюваних з однiєю метою, оцiнюється 

на основi одного критерiю, загального для цього класу систем. Рiзниця в 

призначеннi систем передбачає, що для оцiнки ефективностi таких систем 

використовуються рiзнi критерiї. Якщо при збiльшеннi ефективностi значення 

критерiя зростає, то критерiй називається прямим; якщо значення критерiя 

зменшується, то iнверсним.  

Критерiй ефективностi IС визначають за великою кiлькiстю показникiв, 

кожен з яких описує одну iз сторiн системи, що розглядається. Зокрема, до 

показникiв затрат ресурсiв вiдносять матерiальнi, людськi, фiнансовi, часовi та 

iншi затрати.  

Зв’язок мiж показниками ефективностi системи i надiйнiстю окремих  

елементiв найчастiше встановлюють двома способами.  

 Перший спосiб полягає у визначеннi зниження ефективностi системи iз- 

за виникнення вiдмов окремих елементiв. При цьому необхiдно якимсь чи- 

ном  обчислити “iдеальне”  значення  ефективностi  Ео  при  абсолютно  
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надiйних елементах i “реальне” значення ефективностi Е, яка враховує 

фактичну надiйнiсть елементiв.  

Рiзниця ∆E = E0 − E характеризує зниження ефективностi. Звичайно ви- 

користовують нормоване значення рiзницi: 

∆E / E0 = 1 − E / E0 

Другий спосiб полягає у визначеннi середнього значення ефективностi сис- 

теми з врахуванням змiн її в процесi функцiонування внаслiдок вiдмов еле- 

ментiв. Якщо S - множина можливих станiв системи, pi  ймовiрнiсть перебу- 

вання системи в станi Sі, Еі  умовний показник ефективностi, обчислений при  

умовi, що система знаходиться в i-тому станi, то ефективнiсть системи:  

s 

E = ∑ E 
i = 1 

i p i ,  

Звичайно в якостi умовних показникiв ефективностi використовують 

нормованi показники. Нормування здiйснюється показником ефективностi 

«головного» стану, в якому всi елементи системи справнi. У цьому випадку 

показник ефективностi:  

s 

 

 

де b i = E i / E o , 

0 

E = ∑ b 
i = 1 

≤ b i ≤ 1 

i p i ,  

Вiдношення Е/Еo називається коефiцiєнтом збереження ефективностi Кеф.  
 Звичайно це вiдношення неможна безпосередньо використовувати для  
 визначення Кеф, оскiльки “вимiрювання” абсолютного рiвня ефективностi  

системи  завдання навiть важче, нiж оцiнка її надiйностi. Тому на практицi  
використовують iнженернi методи визначення Кеф за даними про надiйнiсть  
апаратури ІС i вiдносному внеску окремих пристроїв (або групи пристроїв)  
i в її ефективнiсть.  

Не дивлячись на труднощi у визначеннi Кеф, цей коефiцiєнт має двi 
безперечнi  переваги.  По-перше,  тiльки  Кеф  дозволяє  врахувати  при  оцiнцi 
надiйностi об’єктивно iснуючi частковi вiдмови i зробити тим самим цю 
оцiнку як таку, що бiльш правильно вiдображає фактичний вплив вiдмов 
апаратури на ефективнiсть системи в цiлому.  

Якщо замiсть Кеф для оцiнки тієї ж системи використовувати будь-який  
iнший iз вiдомих показникiв надiйностi, то неминуче доведеться або зне- 
хтувати частковими вiдмовами, що приведе до завищення оцiнки, або вва- 
жати всi вiдмови повними, що приведе до вираженого заниження оцiнки.  

По-друге, Кеф має простий фiзичний змiст поправочного коефiцiєнта до  
показникiв ефективностi системи, що дуже зручно як при оцiнцi результатiв  
випробувань, так i при заданнi вимог до надiйностi. Наприклад, якщо вста- 
новлено, що Кеф=0,95, то це означає, що тiльки через вiдмови апаратури  
ефективнiсть системи знижується в середньому на 5%. Значення iнших по- 
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казникiв надiйностi iнтерпретувати подiбним чином можна лише у тих 
часткових випадках, коли вони мають змiст Кеф.  

Пiдвищення надiйностi системи є одним iз засобiв пiдвищення рiвня 
ефективностi. Безпосередньо впливаючи на ефективнiсть, надiйнiсть виступає 
як важливий фактор, який визначає ефект вiд впровадження автоматизованої 

IС. У зв’язку з цим при проектуваннi рiзних частин системи виникає два 
взаємопов’язанi завдання:  

1)  визначити  для  даної  системи  економiчно  рацiональний  рiвень  
надiйностi i потрiбнi для його реалiзацiї засоби (як технiчнi, так i грошовi);  

2) наявнi матерiальнi ресурси так розподiлити мiж окремими пристроями, 

якi забезпечують надiйнiсть, щоб отримати її максимальне значення.  
 Для простих систем досить розглядати два можливих стани: працездат- 
ний,  який  характеризується  деяким  показником  ефективностi,  i  стан 
вiдмови, ефективнiсть якого рiвна нулю.  

Складнi системи  системи, в яких вiдмова окремого елемента приводить 
не до вiдмови всiєї системи, а лише до погiршення якостi її роботи. Звичайно 
це багатофункцiональнi системи з надлишковою структурою, в яких є 
можливiсть повного або часткового резервування окремих функцiй. При 
дослiдженнi складної системи необхiдно оцiнювати множину можливих станiв, 

якi визначаються станами елементiв системи i характеризуються деякими 
умовними показниками ефективностi, що характеризують якiсть 
функцiонування системи в розглядуваному станi.  

Особливостями складних обчислювальних систем є:  

•  багатоканальнiсть, тобто наявнiсть кiлькох каналiв, призначених для 
виконання певних функцiй, часткових по вiдношенню до загального 
завдання системи;  

•  багатозв’язанiсть,  тобто  велика  кiлькiсть  функцiональних  зв’язкiв мiж 

елементами системи;  
•  наявнiсть допомiжних i дублюючих пристроїв.  

Завдяки такiй структурнiй надлишковостi вiдмова окремих елементiв не 
викликає повної вiдмови системи, тобто зупинки виконання системою заданих 

функцiй, але погiршує якiсть її функцiонування.  

4.3. Зв’язок питомої ефективності неперервної функції системи  

з питомою ефективністю ІС  

Кiлькiсно надiйнiсть IС за неперервними і дискретними функцiями 

описується по-рiзному.  

Н-функцiї можуть визначатися як виконання деяких дiй (Н-функцiї 1-го  

виду) чи як досягнення деякого результату, вираженого в питомих (на оди- 

ницю часу) технiчних чи економiчних показниках (Н-функцiї 2-го виду).  

Для Н-функцiй 1-го виду характеристичними випадковими величинами  
є час безвiдмовного виконання системою деякої функцiї i час вiдновлення  
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працездатностi системи по деякiй функцiї. В якостi одиничних показникiв 
безвідмовності i ремонтопридатності використовуються:  

•  напрацювання системи на вiдмову деякої i-тої функцiї;  
•  ймовiрнiсть безвiдмовного виконання системою i-тої функцiї протя- 
 гом заданого часу;  

•  ймовiрнiсть  вiдновлення  працездатностi  системи  по  i-тiй  функцiї  
 протягом заданого часу.  

Комплексними показниками є:  
•  коефiцiєнт готовностi системи по i-тiй функцiї;  

•  коефiцiєнт технiчного використання системи по i-тiй функцiї.  
При розглядi Н-функцiй 2-го виду вводяться поняття питомої (часової) 

ефективностi (εt) i-тої функцiї i питомої ефективностi системи (Еt) в момент t, 
який визначається виразом:  

m  

E = Y ε 
t ∑ 

s = 1 

s t t ,  

де m  загальне число виконуваних системою Н-функцiй 1-го виду;  
Yst    двiйкова  змiнна,  яка  приймає  значення  1,  якщо  в  момент  t  

функцiя S виконується, i значення 0  в iншому випадку.  

У зв’язку iз випадковiстю моментiв вiдмов i вiдновлень компонентiв системи 
функцiя Еt(t) є випадковою. Число i значення рiвнiв, на яких може 
знаходитися Е, визначаються значенням m i набором значень S.  

Н-функцiя 2-го виду визначається як забезпечення перебування системи на 
деякому фiксованому рiвнi Е i або в деякому iнтервалi рiвнiв [Ei,Ej], в якостi 
яких приймаються рiвнi ефективностi системи в рiзних станах.  

Одиничним показником надiйностi по Н-функцiях 2-го виду є:  

•  середнiй час перебування системи на заданому рiвнi ефективностi i в 
заданому iнтервалi рiвнiв вiдповiдно;  

•  ймовiрнiсть того, що протягом заданого часу система збереже зада- 
ний рiвень ефективностi чи не вийде за межi заданого дiапазону рiвнiв.  
 Комплексним  показником  надiйностi  по  Н-функцiях 2-го  виду  є  
надiйнiсний коефiцiєнт зниження ефективностi   вiдношення середнього  
ефекту вiд впровадження системи Еt(t) за досить тривалий iнтервал часу 
роботи до максимального ефекту Еmax:  

K = E (t)/ E 
t max 

4.4. Ефективність виконання дискретних функцій ІС  

При розглядi надiйностi виконання Д-функцiй в автоматизованих IС ос- 

новним поняттям є успiшне виконання заданої i-тої процедури. Основним  

показником є ймовiрнiсть Ri, на яку по-рiзному впливають стiйкi вiдмови i  

збої i, оскiльки вiдмови цих видiв незалежнi, то значення R i можна подати  

добутком:  
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R = R R 
i cв зб 

Для першого спiвмножника можна записати: 

R = K P (∆t ) 
св гі i , 

де Рi(∆t)  ймовiрнiсть того, що система пропрацює безвiдмовно час ∆t, 
необхiдний для реалiзацiї i-тої процедури. 

Другий спiвмножник є добутком: 

Rзб  = P 
1 
P P P 

2 3 4 ,  
де Р1  ймовiрнiсть завершення процедури;  

Р2  ймовiрнiсть своєчасного завершення процедури;  

Р3  ймовiрнiсть безпомилкового завершення процедури;  

Р4  ймовiрнiсть того, що процедура буде реалiзована з потрiбною 

точнiстю.  
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5. МЕТОДИКИ ОЦІНЮВАННЯ ЕФЕКТИВНОСТІ ІНВЕСТИЦІЙ  

В ІНФОРМАЦІЙНІ ТЕХНОЛОГІЇ  

5.1. Підходи до оцінки ефективності ІТ  

Розробка і впровадження нових інформаційних технологій вимагає великих 

затрат, експлуатаційних витрат, затрат живої праці. При обгрунтуванні 

доцільності здійснення таких великих затрат інвестор вимагає проведення 

розрахунків по оцінці ефективності здійснюваних заходів. Для цього необхідно 

встановити:  

•  фактори, дія яких забезпечує ефективність;  

•  напрям дії цих факторів;  
•  показники для кількісного вимірювання міри впливу даних факторів;  
•  методи розрахунку цих показників.  

Основними факторами є підвищення якості проведення обчислювальних 

робіт, підвищення надійності функціонування обчислювальних ресурсів, 
скорочення термінів створення та освоєння нових інформаційних технологій, 
збільшення об’єму і скорочення часу опрацювання інформації, підвищення 
продуктивності праці розробників і користувачів створених інформаційних 

технологій та ін.  
Для визначення напряму дії цих факторів необхідно вияснити, на що 

впливає  розробка  і  впровадження  конкретної  інформаційної  технології 
управління, а саме:  

•  на ефективність праці окремих працівників сфери управління;  
•  на ефективність управлінської діяльності підрозділів;  
•  на ефективність процесу управління при виробленні конкретного  
 управлінського рішення;  

•  на ефективність окремої ланки ієрархічної системи управління;  
•  на ефективність методів управління;  
•  на ефективність впроваджуваного бізнес-процесу;  
•  на ефективність системи управління в цілому.  

Для оцінки ефективності автоматизованих інформаційних технологій  
управління необхідна методика, здатна продемонструвати віддачу цієї сис- 
теми, щоб переконатися, що приймаються найпродуктивніші та економічно  
виправдані рішення із всіх можливих. При цьому цікавим є формальний  

підхід для вимірювання кількісної величини ефективності нової апаратури і  
програмного забезпечення, коректний спосіб визначення тих невеличких  
невідчутних вигод від застосування інформаційної технології, які виправ- 
довують затрати.  

Необхідно  використовувати  різні  способи  комбінування  кількісних  і 

якісних методів аналізу ефективності. Визначальним фактором успіху є 
взаєморозуміння між керівництвом компанії і керівниками інформаційних 
служб, а також узгоджена методика оцінки вигод, отримуваних бізнесом від 
впровадження інформаційних технологій управління.  
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5.2. Показники ефективності інвестицій  

Основним принципом оцінювання ефективності є порівняння обсягів  

доходів та витрат, що їх забезпечили. Обгрунтовуючи економічну ефектив- 

ність інвестиційних проектів, застосовують комплекс показників, що відо- 

бражають різні аспекти і дають змогу оцінити доцільність інвестицій сис- 

темніше.  

Для переходу до викладення порядку розрахунку показників наведемо їх 
умовні позначення:  

Р - обсяг грошових надходжень від економічної діяльності об’єкта інвестицій 
після введення його в експлуатацію;  

Ві - обсяг інвестицій, що потрібні для введення об’єкта в експлуатацію 
(витрати інвестиційні);  

Ве - обсяг поточних витрат діючого об’єкта, необхідних для виробництва 
товарів чи послуг, що виробляє створений об’єкт (витрати експлуатаційні);  
 Аt - величина нарахованої за рік амортизації основних фондів, створе- 
них за рахунок інвестицій;  

Т - кількість років життя проекту (експлуатація об’єкту та отримання 
доходів від інвестицій);  

t - індекс (порядковий номер) кожного року експлуатації об’єкта, t = 1, 2,…, 
Т.  

1. Чиста приведена вартість проекту (NPV) розраховується як сума 

щорічних обсягів доходів без витрат, приведених до умов поточного року:  

T ( P − B − B ) 
t 

NVP = ∑ 
t = 1 

it 

( 1 + r 
et 

t 

)  
Для прийняття проекту NPV має перевищувати нуль.  
2. Термін окупності проекту (Tk) визначає кількість років, за які загаль- 

ний приведений прибуток дорівнюватиме обсягу інвестицій. Він дорівнює  
такому t(Tk=t), при якому 

T k ( P − B ) 
B i = ∑ 

t = 1 

t 

( 1 + r 
et 
t 

)  
Термін окупності має бути менший за загальний термін життя проекту:  

Tk<T. Тут Tk - кількість років, потрібних для того, щоб обсяг прибутку від  
інвестицій зрівнявся з обсягом Ві (термін окупності); r - річна ставка дис- 
конту, яка має використовуватися для приведення грошових надходжень  
майбутніх періодів до умов поточного року; К - коефіцієнт приведення: 

K = 
( 1 

1 

+ r )t  

3. Коефіцієнт співвідношення доходів та витрат (ℜ) розраховується як дріб, 

де в чисельнику має бути сума приведених вартостей доходів від інвестицій за 

всі роки, а у знаменнику - сума приведених витрат:  
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P t 
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ℜ = t = 1 ( 
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T ( B 
it 

∑ 

+ r ) 
+ B et ) 

t  

t =1 (1 + r ) 
Цей показник має перевищувати одиницю.  

4. Коефіцієнт прибутковості проекту  (g) розраховується як 
співвідношення чистої приведеної вартості доходів за період життя проекту та 
обсягу капіталовкладень:  

T ( P − B ) 
t et 

g = ∑ 
t = 1 ( 
1 

T 

∑ 

2 

+ r ) 
B it 

t  

t =1( 1 + r ) 
Приймаються проекти, для яких коефіцієнт прибутковості, як мінімум,  

перевищує одиницю.  

5. Внутрішня норма прибутковості проекту (R) визначається як рівень 
ставки дисконтування (r), при якому чиста приведена вартість проекту (за 
період його життя) дорівнює нулю, тобто:  

T ( P− B − B ) 
t 

it 

NVP = ∑ 
t = 1 ( 1 + R 

et 

= 0 
t 

)  
Внутрішня норма прибутковості є межею, нижче за яку проект дає нега- 

тивну загальну прибутковість. Розраховане для проекту значення R має по- 
рівнюватись з її нормативним рівнем Rn для проектів такого типу. Якщо  
R>Rn , проект може бути прийнятий, якщо R<Rn , проект відхиляється.  

Значення R розраховується методом добору та перевірки послідовних 
значень r (r>Rn) з використанням комп’ютерних програм або графічно методом 

побудови функції залежності між NPV та r.  
Для кожного проекту залежно від критеріїв, якими керуються 

заінтересоване в ньому підприємство та його експерти, рівень Rn може бути 
різним залежно від макроекономічної ситуації у країні, рівня ризиків у країні, 

галузі, проекту, середньої рентабельності діяльності підприємства-інвестора, 
вартості його капіталу, співвідношення позиченого та власного капіталу та з 
інших причин.  

6. Фондовіддача проекту (f ) розраховується як відношення середньорічного 
прибутку за весь період життя проекту до середньорічної залишкової вартості 

інвестицій за той самий період з врахуванням їх щорічного зношення: 
T 

∑ 
( P t − B et )  

f =1 T 
= tT ( 

∑ 
t = 1 

B 
it 

− A ) 
t 

T 
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Цей показник визначає рівень середньої віддачі (отримання прибутку) від 
кожної грошової одиниці використаних інвестицій.  

5.3. Оцінка ефективності інвестицій  

в інформаційні системи та технології  

При необхідності врахування інфляції розрахункові формули показників 

ефективності інвестиційних проектів повинні бути перетворені так, щоб у 
значення витрат і результатів не входила інфляційна зміна цін, тобто щоб 
величини критеріїв були приведені до цін розрахункового періоду. При 
цьому необхідно враховувати зміну цін за рахунок неінфляційних причин та 
здійснювати дисконтування. Це можна виконати введенням прогнозних 

індексів цін та дефлуючих множників.  
Поряд з переліченими вище критеріями можна використовувати й ряд 

інших: інтегральної ефективності затрат, точки незбитковості, простої норми 
прибутку, капіталовіддачі тощо. Для використання кожного з них необхідно 

чітко вияснити, яке питання економічної оцінки проекту вирішується з його 
використанням і як здійснюється вибір рішення.  

Жоден з перелічених критеріїв сам по собі не є достатнім для прийняття  
проекту. Рішення про інвестування засобів в проект повинно прийматись з  
врахуванням значень всіх перелічених критеріїв та інтересів всіх учасників  

інвестиційного проекту. Важливе значення в цьому рішенні повинна віді- 
грати також структура і розподіл інвестицій (для здійснення проекту по те- 
рмінах), а також інші фактори, окремі з яких піддаються лише змістовому  
(а не формальному) обліку (наприклад, соціальні та екологічні фактори).  

Необхідно також враховувати непрямі фінансові результати, зумовлені 
здійсненням проекту, зміни доходів підприємств, ринкової вартості, а також 
затрати на зумовлену реалізацією проекту консервацію чи ліквідацію 
виробничих потужностей, втрати від можливих аварій та інших надзвичайних 
ситуацій.  

Оцінка затрат і результатів при визначенні ефективності здійснюється в 
межах  розрахункового  періоду,  тривалість  якого  (горизонт  розрахунку) 
приймається з врахуванням:  

•  тривалості  створення,  експлуатації  і  (при необхідності) ліквідації  

 об’єкта;  
•  середньозваженого нормативного терміну служби основного техно- 
 логічного обладнання;  
•  досягнення заданих характеристик прибутку (маси і/або норми при- 
 бутку тощо);  

•  вимог інвестора.  
Горизонт розрахунку вимірюється числом кроків розрахунку. Кроком 

розрахунку при визначенні показників ефективності в межах розрахункового 

періоду можуть бути місяць, квартал чи рік.  
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Затрати,  здійснювані  учасниками  проекту,  поділяються  на  початкові 
(капіталотворчі),  поточні  і ліквідаційні, які здійснюються  відповідно на 
стадіях будівництва, функціонування та ліквідації об’єкту.  

Для вартісної оцінки результатів і затрат можуть використовуватись поточні, 
прогнозні і дефльовані ціни.  

Під поточними розуміються ціни, закладені в проекті без врахування  
інфляції.  На  стадії  техніко-економічного  обгрунтування  обов’язковим  є  

розрахунок економічної ефективності в прогнозних і дефльованих цінах.  
Прогнозна ціна - це очікувана ціна з врахуванням інфляції на майбутніх 

кроках розрахунку.  
Дефльованими цінами називаються прогнозні ціни, приведені до рівня цін 

фіксованого моменту часу шляхом ділення на загальний базисний індекс 
інфляції.  

Грошові потоки можуть виражатись в різних валютах. Рекомендується  
враховувати грошові потоки в тих валютах, в яких вони реалізуються. Для  
кількісного вимірювання ефективності АІС доцільно використати метод  

аналізу грошових потоків і показники ефективності, розглянуті вище. Ос- 
новним при розрахунку цих показників є визначення результатів і затрат по  
кожному кроці розрахункового періоду. При цьому проблемним є питання  
визначення результату (доходу) від впровадження і використання АІС.  

Можна виділити наступні підходи до визначення результативності ІС:  
1) коли результати ефективності виробництва та управління співпадають;  
2) коли результат ефективності управління нижчий результату ефективності 

виробництва;  

3) коли визначається тільки результат від впровадження ІС;  
4) коли визначення ефективності нової технології управління передбачає 

розробку дерева цілей та їх кількісну оцінку;  
5) коли визначається результат від розробки та впровадження конкретного 

управлінського рішення, яке використовує нову інформаційну технологію;  
6) коли визначається результат діяльності управлінського персоналу на всіх 

ієрархічних рівнях ( чи окремому рівні), які використовують нову ІТ та ІС.  
 Після аналізу цих підходів можна вибрати показники і визначити методи  

їх розрахунку для визначення результату при оцінці ефективності нової ІС.  
 Ефективність впровадження ІС повинна оцінюватися віддачею від ін- 
вестицій (“поверненням вартості вкладень”). При цьому в загальному випадку 
враховуються наступні показники:  

•  загальна вартість проекту, включаючи програмне забезпечення, апара- 

 тні засоби, вартість зовнішнього обслуговування і витрат на зарплату;  
•  час впровадження, крім якого треба враховувати і час, який потріб- 
 но, щоб окупити впровадження;  

•  час повернення інвестицій;  
•  загальна сума витрат підприємства на впровадження інформаційної  
 системи, в яку входять вартість програмного забезпечення, апарат- 
 них засобів, послуг, зарплати, витрат після впровадження.  
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6. ЕКОНОМІЧНА ЕФЕКТИВНІСТЬ ІС  

6.1. Види та показники економічної ефективності ІС  

Ефективність автоматизованого перетворення економічної інформації  

доцільність використання обчислювальної та організаційної техніки при 

формуванні, передачі та обробці даних.  

Доцільність варіантів побудови інформаційної системи залежить від ба- 

лансування приросту ефективності Е, одержаної за рахунок створення чи  

вдосконалення інформаційної системи, і витрат Q . Математично це можна  

записати так:    max E   при   Q=const    або у вигляді оберненої задачі:   min Q  

при  E=const.  

Якщо приріст ефекту подано у грошовому вираженні, то економічна 

ефективність інформаційної системи визначається у вигляді трьох основних 

показників:  

1) річного економічного ефекту;  

2) розрахункового коефіцієнта ефективності капітальних затрат на розробку 

і впровадження інформаційної системи;  

3) терміну окупності капітальних затрат на розробку та впровадження 

інформаційної системи.  

Розрізняють  розрахункову  і  фактичну  ефективність.  Розрахункову 

ефективність визначають на стадії проектування автоматизації 

інформаційних робіт, тобто розробки технічного проекту. Фактичну 

ефективність визначають за результатами впровадження техноробочого 

проекту.  

Узагальненим критерієм економічної ефективності є мінімум затрат 

живої і зречевленої праці.  

Встановлено, що чим більше ланок управлінських робіт автоматизовано, 

тим ефективніше використовується технічне і програмне забезпечення.  

 Економічний ефект від впровадження обчислювальної і організаційної  

техніки поділяють на прямий і непрямий.  

Пряма  економічна  ефективність  - економія  матеріально-трудових 

ресурсів та грошових засобів, отримана в результаті скорочення чисельності 

управлінського персоналу, фонду заробітної плати, витрат основних і 

допоміжних матеріалів внаслідок автоматизації конкретних видів 

плановооблікових і аналітичних робіт.  

Зрозуміло, що впровадження автоматизованих інформаційних техноло- 

гій (АІТ) на першому етапі не приведе до зменшення кількості працівників  

планово-облікових служб. У цьому випадку враховують непряму ефекти- 

вність, яка проявляється у кінцевих результатах господарської діяльності.  

Її локальними критеріями можуть бути: скорочення термінів складання під- 

сумків, підвищення якості планово-облікових і аналітичних робіт, скоро- 

чення документообігу, підвищення культури і продуктивності праці тощо.  
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Основним показником є підвищення якості управління, яка, як і при прямій 

економічній ефективності, веде до економії живої і зречевленої праці.  

 Ці два види економічної ефективності взаємопов’язані.  

 Визначають економічну ефективність за допомогою трудових і вартіс- 

 них показників. Основним при розрахунках є метод співставлення даних 

базового та звітного періодів.  

В якості базового періоду при переводі окремих робіт на автоматизацію  

беруть затрати на обробку інформації до впровадження АІТ (при ручній об- 

робці), а при вдосконаленні діючої системи автоматизації економічних ро- 

біт - затрати на обробку інформації при досягнутому рівні автоматизації.  

При цьому користуються абсолютними і відносними показниками.  

Якщо на ручну обробку даних треба затратити Т0 людино-годин, а при 

використанні АІТ  Ті людино-годин, то абсолютний показник економічної 

ефективності Тек: 

T 
ек 

= Т  − Т 
0 і  

Відносний індекс продуктивності праці: 

J пп  = Т  /Т 
і  0  

Використовуючи J nn , можна визначити відносний показник економії 

трудових затрат. 

Вартісні показники визначають затрати на обробку інформації при 

базовому і звітному варіантах у грошовому виразі.  
Абсолютний показник вартості: 
 

Індекс вартості затрат: 

 

Термін окупності затрат: 

Т 

С ек = С 0 − С і 

 

J вз  = С і /С 0 

( З 0 + П 0 ) К еф 

ок = , 
С 0 − С і  

де Зо - затрати на технічне забезпечення;  

По - затрати на програмне забезпечення; Кеф 

- коефіцієнт ефективності.  

Для оцінки ефективності ІС необхідна методика, здатна продемонструвати 

віддачу цієї системи, щоб переконатись в тім, що вживаються 

найпродуктивніші та економічно виправдані рішення із всіх можливих. При 

цьому необхідно використати різні способи комбінування кількісних та 

якісних методів аналізу ефективності.  

Технологія оцінки ефективності ІС може бути наступною:  

1) виробничий підрозділ готує технічне обгрунтування на новий проект ІС;  
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2) співробітники відділу інформаційних систем аналізують цю пропозицію;  

3) проводиться оцінка прямого і непрямого ефекту;  
4) очікуваний ефект поділяється на обчислюваний (який веде до матеріальної 

економії) та необчислюваний (непрямий);  
5) за оцінками обчислюваних витрат і доходів проводиться розрахунок 

показників, вибраних в якості основних; необчислювані ефекти включаються 
в обгрунтування у вигляді окремих розділів для розгляду вищим керівництвом;  

6) керівник виробничого підрозділу затверджує кінцеве обгрунтування;  
7) проект передається на затвердження керівництву, яке приймає 

рішення про надання інвестицій;  
8) встановлюється дата представлення звіту про реалізацію проекту, в 

якому порівнюються очікувані показники з фактичними.  

6.2. Економічна ефективність ІС з врахуванням її надійності До 

економiчних питань надiйностi вiдносяться наступнi:  

•  визначення економiчного ефекту вiд впровадження АIС та заходiв  

 по пiдвищенню її надiйностi;  
•  визначення затрат на заходи, пов’язанi iз забезпеченням потрiбної  
 надiйностi АIС та її частин;  
•  визначення економiї, отриманої вiд пiдвищення безвiдмовностi та  
 довговiчностi елементів АІС;  
•  економiчне обгрунтування гарантiйних термiнiв.  

Цi питання мають велике значення i для проектування нових систем, i  
для оцiнки використовуваних. Економiчна ефективнiсть технiчних систем  
взагалi i АIС зокрема суттєво залежить вiд їх надiйностi. Втрати вiд зни- 
ження надiйностi тим бiльшi, чим складнiший технiчний пристрiй, що ви- 

користовується у складі АІС, i чим вiдповiдальнiшi завдання вiн виконує.  
Економiчна  ефективнiсть  технiчних  засобiв    мiра  вигiдностi  еко- 

номiчних затрат на освоєння, впровадження та використання цих засобiв.  
Для визначення економiчної ефективностi використовуються рiзнi показники.  

До  найбiльш  загальних  показникiв  економiчної  ефективностi вiдносяться 
наступнi:  

1) коефiцiєнт економiчної ефективностi капiтальних вкладень:  

Е = П / К , 
де К  капiтальнi вкладення;  

П  рiчний прибуток, який забезпечується капiтальними кладеннями;  

2) змiна коефiцiєнта економiчної ефективностi, викликана вдосконаленням 
технiчних засобiв:  

∆Е = ∆П / К , 

де ∆П  змiна рiчного прибутку, викликана впровадженням 
удосконалення технiчних засобiв;  

К  капiтальнi вкладення, пов’язанi з вдосконаленням технiчних засобiв;  
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3) термiн окупностi капiтальних вкладень:  

Ток = 1/ Е = К / П 

Для   врахування   впливу   надiйностi   на   економiчну   ефективнiсть 

технiчних засобiв рекомендуються наступнi показники: 

а) вартiсть рiчного випуску продукцiї з врахуванням надiйностi: 

Ц ′ = Ц 
 

0 ( V − V ) , 
зниж  

де Цо  вартiсть одиницi випущеної продукцiї;  
V  рiчна продуктивнiсть при абсолютнiй надiйностi;  

Vзниж - об’єм продукцiї, на який знижується продуктивнiсть в зв’язку з 

тим, що надiйнiсть об’єкта неiдеальна (наявнi вiдмови об’єкта)  

б) рiчний прибуток з врахуванням надiйностi використовуваного об’єкта:  

П ′ = П0 − ( S + R ) , 
де По  рiчний прибуток при iдеальнiй надiйностi об’єкта;  

(S+R)  витрати, пов’язанi з забезпеченням виробництва при його 
нормальному функцiонуваннi S i при виникненнi вiдмов технiчних засобiв R.  

 З ростом надiйностi технiчних засобiв знижуються втрати вiд простоїв i  
витрати на обслуговування, росте рiчний прибуток.  

Коефiцiєнт економiчної ефективностi капiтальних вкладень з врахуванням 

надiйностi:  

Е = П ′ / К = (П0 − S − R )/К 

Цi формули можуть бути рекомендованi для приблизних, орiєнтовних 
розрахункiв економiчної ефективностi IС. В них закладене припущення про 
прямий зв’язок мiж рiвнем надiйностi, тривалiстю простоїв i кiлькiстю 
випущеної продукцiї. При цьому не враховується, що надiйнiсть IС i 
керованих об’єктiв впливає на якiсть продукцiї. Тому цi формули дають уяву 

про нижнi границi оцiнки економiчної ефективностi.  
Економiчну  ефективнiсть  надiйностi  доцiльно  визначати  шляхом  

порiвняння деякого первинного виробу i дослiджуваного виробу, що вико- 
нує тi ж функцiї, але володiє пiдвищеною надiйнiстю. Економiчний ефект  

вiд пiдвищення надiйностi в цьому випадку буде представлений у виглядi  
зниження витрат на обслуговування i збiльшення часу використання.  

6.2.1. Визначення  економiї,  отриманої  вiд  пiдвищення  безвiдмов- 

 ностi виробiв  

Економiя засобiв, отримана при використаннi бiльш надiйного виробу за 
час t, визначається за формулою:  

Е = n1 ( З1обс + С1вт ) − n2 (З2обс + С2вт ), 

де  n1,  n2   вiдповiдно  кількість  вiдмов  менш  надiйного  i  бiльш 

надiйного виробiв за час t; 

nі = (1-P(t))N  
де P(t)  ймовiрнiсть вiдсутностi вiдмов за час t;  
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N  число виробiв, що є в експлуатацiї;  

З1обс,  З2обс   затрати  на  обслуговування  менш  надiйного  i  бiльш 
надiйного виробiв; 

С1вт,  С2вт   втрати,  викликанi  вiдповiдно  вiдмовами  менш  i  бiльш 
надiйного виробiв. 

Затрати на обслуговування складаються iз затрат на технiчнi огляди, ре- 
гламентнi перевiрки, профiлактику, усунення несправностей та ремонти.  
Розмiр затрат визначається за нормативними документами пiсля того, як  

складено графiк обслуговування i визначено очiкуване число вiдмов.  
Втрати, викликанi вiдмовами, визначаються вартiстю простою виробу.  

Визначення  кiлькiсного  значення  цих  втрат  може  потребувати  аналiзу  
впливу простою даного виробу на втрати в сумiжних з ним елементах.  

6.2.2. Визначення економiї вiд пiдвищення довговiчностi виробiв  

Економiчнiсть  виробу,  залежна  вiд  збiльшення  його  довговiчностi, 
оцiнюється величиною рiчних амортизацiйних вiдрахувань, тобто величиною 

затрат на придбання виробу, роздiлених на тривалiсть його використання. Чим 
менша величина амортизацiйних вiдрахувань, тим бiльше економiї отримує 
споживач.  

Введемо наступнi позначення:  

Цо  вартiсть базового виробу, тобто виробу до пiдвищення його 
довговiчностi (базова вартiсть);  

∆Цо  надбавка до вартостi виробу, яка може бути зроблена в результатi 
пiдвищення довговiчностi;  

То, Т1  вiдповiдно граничнi термiни служби базового виробу i виробу 
пiдвищеної довговiчностi.  

Амортизацiйнi витрати при експлуатацiї базового виробу i виробу з 
пiдвищеною довговiчнiстю: 

А  = Ц  /Т  ; А = ( Ц  + ∆Ц  ) /Т  
0 0 0 1 0 0 1 

Для  отримання  споживачем  економiї  вiд  використання  бiльш  дов- 
говiчного  виробу  необхiдно,  щоб  амортизацiйнi  витрати  А1  були  дещо  
нижчi амортизацiйних витрат Ао. Позначимо це зниження k∆Цо. Тодi при Ао  

= А1  - k∆Цо надбавка до вартостi виробу, визначаюча економiю вiд 
пiдвищення його довговiчностi, рiвна: 

∆ Ц 0 = Ц 0 

Т 

Т 1 − Т 0 

0 ( 1 + kT 1 )  
Цей розрахунок є приблизним. З ростом довговiчностi росте економiя, але 

зростають i затрати на технiчне обслуговування.  
Оптимальна довговiчнiсть визначається сумарним економiчним ефектом, 

залежним вiд стану економiї i затрат. Моральний знос також має значення  при  
визначеннi  оптимальної  довговiчностi.  Експлуатацiя  старого об’єкту стає 
недоцiльною (вiн морально старiє), хоч фiзичне старiння його ще не настало.  
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7. ОЦІНЮВАННЯ ЕФЕКТИВНОСТІ ІС  

ЗА ОКРЕМИМИ ХАРАКТЕРИСТИКАМИ  

7.1. Оцінка ефективності ІС за значенням показників  

надійності технічного забезпечення ІС  

Пiд аналiтичним дослiдженням надiйностi деякої системи розумiють 

розрахунок її надiйностi на основi даних про надiйнiсть компонентiв, 

структуру, умови функцiонування i режим обслуговування. Стосовно технiчної 

складової АIС аналiтичне дослiдження надiйностi зводиться в першу чергу до 

визначення характеристик i показникiв безвiдмовностi як найважливiшої 

складової надiйностi, а також ремонтопридатностi (вiдновлюваностi). Що ж 

стосується характеристик i показникiв довговiчностi i збережуваностi АIС, то 

на даний час вони аналiтично не визначаються.  

Всi вiдомi аналiтичнi методи розрахованi на оцiнку надiйностi АIС в 

цiлому (випадок однофункцiональної системи) чи за окремими виконуваними 

нею функцiями.  

Розглянемо склад i способи подання вихiдних даних, необхiдних для 

аналiтичного дослiдження надiйностi АIС.  

1) При оцiнцi ремонтопридатностi АIС звичайно визначають числовi 

показники: середнiй час вiдновлення, ймовiрнiсть вiдновлення в заданий час.  

2)  При  оцiнцi  безвiдмовностi  необхiдно  визначати  характеристики  

(функцiї розподiлу) часу безвiдмовної роботи системи в цiлому чи часу  

безвiдмовного виконання кожної її функцiї. Це особливо важливо в тих ви- 

падках, коли наперед вiдомий часовий режим роботи системи, а також для  

вирiшення  питань технiчного обслуговування  системи, оскiльки власти- 

востi розподiлу суттєво впливають на ефективнiсть профiлактики.  

Коли дослiджувана система має структурну надлишковiсть (вiдмови i 
вiдновлення окремих елементiв можуть вiдбуватися без порушення 
працездатностi системи), в якостi вихiдних даних повиннi задаватися 
властивостi ремонтопридатностi елементiв.  

При деяких умовах закон результуючого розподiлу системи в цiлому чи за 

окремими її функцiями може бути визначений незалежно вiд законiв 
розподiлу її компонентiв, а шуканi параметри можуть бути обчисленi на базi 
числових характеристик вихiдних розподiлiв. Однак така оцiнка буде лише  
приблизною.  В  загальному  випадку  для  визначення  як  шуканих функцiй 

розподiлу, так i показникiв безвiдмовностi системи необхiдно мати в якостi 
вихiдних даних розподiли всiх її компонентiв.  

Повне  знання  структури  системи    необхiдна  умова  дослiдження  
надiйностi. Можливi первиннi описи структури у виглядi графiчного подання, 

аналiтичного чи словесного опису.  
Особливостi структури сучасних АIС з точки зору надiйностi:  
•  велика кiлькiсть компонентiв;  
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•  багатофункцiональнiсть;  

•  наявнiсть структурної, iнформацiйної та iнших видiв надлишковостi;  

•  складнi форми взаємозв’язку компонентiв, що не зводяться до 

послiдовно-паралельного з’єднання;  

•  суттєва роль часових спiввiдношень вiдмов окремих компонентiв в 

працездатностi i вiдмовах системи;  

•  наявнiсть розвинутого технiчного обслуговування (зокрема, планового   

i   позапланового   вiдновлення   надлишкових   компонентiв,   що вiдмовили, 

ще при працездатнiй системi);  

•  рiзнi закони розподiлiв використовуваних компонентiв.  

На жаль, в даний час неможливо побудувати аналiтичний метод, який би 

дозволив врахувати одночасно всi перелiченi особливостi. Тому для 

дослiдження системи потрiбно використовувати рiзнi методи.  

На ефективність системи впливають також умови експлуатацiї i режим 

обслуговування.  

До умов експлуатацiї АIС вiдносять значення зовнiшнiх впливаючих  
факторiв (температура,  рiвнi  завад  всiх  видiв,  вiбрацiї,  забрудненiсть  
повiтря тощо) i режим роботи (перiодичнiсть включення, час безперервної  
роботи системи в цiлому i окремих її компонентiв i т.д.). Зовнiшнi фактори  
впливають  головним  чином  на  показники  надiйностi  використовуваних  

компонентiв i вiдображаються на вихiдних даних по компонентах. Режим  
роботи  АIС  визначається  найчастiше  режимом  роботи  керованого  еко- 
номiчного об’єкта, який необхiдно знати для правильного вибору числових  
показникiв надiйностi системи в цiлому чи окремих її функцiй.  

Пiд  режимом  обслуговування  розумiють  перiодичнiсть,  тривалiсть, 
об’єм i змiст профiлактичних робiт по системi i її компонентах. Крiм цих 
даних,  для  розрахунку  надiйностi  необхiдно  знати  модель  впливу 
профiлактики на безвiдмовнiсть компонентiв системи.  

Показники надійності - це кількісні характеристики властивостей, які 

визначають надійність системи.  
Якщо показники характеризують одну із властивостей надійності, то 

вони називаються одиничними. Існують одиничні показники безвідмовності, 
ремонтопридатності, збережуваності, довговічності.  

Якщо показники характеризують одночасно дві (чи більше) властивостей 
надійності, то вони називаються комплексними. Найчастіше комплексні 
показники використовують для кількісної оцінки безвідмовності і 
ремонтопридатності відновлюваних систем.  

7.1.1. Одиничні показники надійності  

Розглянемо деякі із одиничних показників.  

Показники безвідмовності. Відмова системи є випадковою подією. Інтервал 
часу від моменту включення системи до першої відмови є випадковою 
величиною Т і називається напрацюванням до першої відмови.  
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Ймовірність безвідмовної роботи p(t) - це ймовірність того, що 

напрацювання до першої відмови перевищує задану величину t:  

p(t ) = P[T > t ], t ≥ 0 
Якщо припустити, що в момент включення система справна, то функція p(t) 

являє собою монотонно спадну функцію від 1 ( при t =0) до 0 (при t → ∞).  

 Ймовірність відмови q(t) - це ймовірність того, що напрацювання до  

першої відмови не перевищує задану величину t:  

q(t ) = P[ T ≤ t] 

Функція q(t) являє собою функцію розподілу T - напрацювання до першої 

відмови.  

Такі дві події, як відмова і працездатність, утворюють повну групу подій, 

тому:  

p(t ) + q(t ) = 1 

Якщо функція розподілу q(t) диференційована, то безвідмовність можна 

характеризувати густиною ймовірностей моменту першої відмови, яка 

називається параметром потоку відмов або частотою відмов α (t):  

α (t ) = dq(t) / dt = −dp(t) / dt 

Ймовірність відмови q(t) та ймовірність безвідмовної роботи p(t) можуть 

бути виражені через параметр потоку відмов:  

t  

q(t) = ∫α ( τ )dτ 
0  

∞ t 

p(t) = ∫α (τ )dτ = 1 − ∫α ( τ )dτ 
t 0 

Розподіл ймовірностей напрацювання до першої відмови називається 

аналітичною моделлю безвідмовності.  

Середнє напрацювання до відмови Тв - це математичне сподівання 
напрацювання до першої відмови, яке ще називається середнім часом до 
відмови або середнім часом безвідмовної роботи. Як математичне сподівання 
неперервної випадкової величини середній час безвідмовної роботи:  

∞  

Тв = М (Т ) = ∫ tα (t)dt 
t  

Для зручності виразимо середній час безвідмовної роботи через ймовір- 
ність безвідмовної роботи. Проінтегрувавши попереднє рівняння, отримаємо:  

∞  

Tв = ∫ p(t)dt 
0  

Для відновлюваних систем іноді найбільш зручною характеристикою є се- 

редній час між відмовами Тср , який являє собою відношення часу справної  
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роботи системи до математичного сподівання кількості відмов протягом 

цього часу. Якщо після кожної відмови система відновлюється до початкового 

стану, то середній час між відмовами рівний середньому часу безвідмовної 

роботи:  

Т ср =  Т в  

Інтенсивність відмов λ(t) - це умовна густина ймовірності відмови системи 

в момент часу t при умові, що від початку до моменту t система працювала 

безвідмовно.  

Інтенсивність відмов λ(t) можна виразити так:  

λ (t) = α (t) / p(t) 

При t = 0 значення λ (t) = α (0) 

Найбільше поширення на практиці набув експоненціальний закон 

розподілу напрацювання до першої відмови, при якому частота відмов, 

інтенсивність відмов, ймовірність безвідмовної роботи і середній час 

безвідмовної роботи визначаються відповідно як (додаток А):  

α (t) = f (t) = λe−λt ; 

λ (t) = λ = const ; 

p(t) = e−λt ; 

Tв = 1/ λ 

Перелічені показники звичайно використовуються для кількісної оцінки 

стійких відмов. Подібним чином вводяться одиничні показники, що 

характеризують інші властивості надійності.  

7.1.2. Комплексні показники надійності  

Найбільш поширеними комплексними показниками надійності є наступні:  

 Функція готовності kг(t) характеризує ймовірність працездатного стану  

системи в довільний момент часу t.  

Ймовірність того, що в довільний момент часу t система буде знаходи- 

тись у стані відмови, називається функцією простою kп (t).  

 Очевидно, що для будь-якого моменту часу t справедливе співвідно- 

шення:  

kг (t) + kn (t ) = 1 

Асимптотичні значення, до яких прагне функція готовності чи функція 

простою при необмеженому зростанні часу t, називаються коефіцієнтом 

готовності чи коефіцієнтом простою відповідно.  

При досить загальних припущеннях можна показати, що:  

k г = Tв /(Tв + Tвідн ) ; 

k = T /( T + T ) 
n відн в відн 
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7.2. Ефективність та надiйнiсть програмного забезпечення ІС  

7.2.1. Специфiка програмного забезпечення як об’єкту дослiдження 

надiйностi  

Пiд програмним забезпеченням  (ПЗ) розумiють сукупнiсть програм i 

документiв на них для реалiзацiї цiлей i завдань ЕОМ.  

Створення програм регламентується комплексом стандартiв єдиної системи 

програмної документації  (ЄСПД), що встановлюють загальнi положення, 

види програм i програмних документiв, правила розробки, оформлення та 

обiгу програм i програмної документацiї.  

Надiйнiсть програмних засобiв  це їх властивiсть, яка сприяє виконанню 

заданих функцiй при збереженнi в часi значення встановлених експлуатацiйних 

показникiв в заданих межах, що вiдповiдають заданим режимам i умовам 

використання, супроводу i вiдновлення цих засобiв.  

Теоретичною основою методiв аналiзу надiйностi програмних засобiв є 

теорiя надiйностi технiчних систем. Однак, спроби механiчного перенесення 

основних положень цiєї теорiї стосовно ПЗ виявились неправомiрними 

внаслiдок ряду специфiчних особливостей цих засобiв. Надiйнiсть ПЗ 

визначається їх безвiдмовнiстю i вiдновлюванiстю.  

Безвiдмовнiсть ПЗ  це властивiсть зберiгати працездатнiсть при їх вико- 

ристаннi в процесi обробки iнформацiї на ЕОМ. Безвiдмовнiсть ПЗ можна  

оцiнити ймовiрнiстю їх роботи без вiдмов при певних умовах зовнiшнього  

середовища протягом заданого перiоду спостережень. Вiдмова  це подiя,  

яка  полягає  в  порушеннi  працездатностi  ПЗ.  Пiд  певними  умовами  

зовнiшнього середовища вважається сукупнiсть вхiдних даних i стан обчис- 

лювальної системи. Заданий перiод спостережень вiдповiдає, як правило,  

необхiдному iнтервалу часу для виконання на ЕОМ розв’язуваної задачi.  

Специфiка створення ПЗ полягає в тому, що в процесi їх вiдладки прак- 

тично неможливо виявити i лiквiдувати всi iснуючi в них помилки. Прихо- 

ванi помилки можуть викликати невiрне функцiонування ПЗ при певних  

спiввiдношеннях вхiдних даних. Тому наявнiсть помилки в ПЗ є головним  

фактором порушення нормальних умов їх функцiонування. З точки зору  

технологiї розробки ПЗ помилки можна роздiлити на наступнi типи:  

•  програмнi, викликанi неправильним записом на мовi програмування  

 i помилками трансляцiї;  

•  алгоритмiчнi, пов’язанi з неповним формуванням необхiдних умов  

 розв’язку i некоректною постановкою задач;  

•  системнi, обумовленi вiдхиленням функцiонування ПЗ в обчислю- 

 вальнiй системi i вiдхиленням характеристик взаємодiючих об’єктiв  

 вiд передбачуваних при проектуваннi.  
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Безвiдмовнiсть ПЗ i апаратури ЕОМ суттєво i по-рiзному залежить вiд 

вхiдних даних i часу функцiонування обчислювальної системи. Тип 

оброблюваних даних, як правило, не впливає на надiйнiсть апаратури. Поряд 

з цим поява вiдмов ПЗ пов’язана з тим, що в деякi моменти часу на обробку 

поступають малоймовiрнi i тому непередбаченi сукупностi даних, якi ПЗ не в 

станi коректно обробити. Внаслiдок такої специфiки природи вiдмов ПЗ оцiнка  

їх  надiйностi  при  випробуваннях  завжди  буде  вища,  нiж  при 

функцiонуваннi в реальних умовах.  

Надiйнiсть ПЗ i апаратури ЕОМ визначається в основному двома факто- 

рами - надiйнiстю компонент i помилками, допущеними при проектуваннi.  

Але динамiка виявлення рiзного роду помилок в обидвох випадках суттєво  

вiдрiзняється. Якщо для апаратури з часом визначальним стає перший фак- 

тор, то для ПЗ навпаки  другий. Безвiдмовнiсть апаратури по сутi зале- 

жить вiд часу функцiонування. А залежнiсть надiйностi ПЗ вiд часу тiльки  

поверхнева. Насправдi частота вiдмов ПЗ визначається тiльки характером  

вхiдних даних.  

Надiйнiсть ПЗ iстотно вiдрiзняється вiд надiйностi апаратних засобiв АIС. 

Вiдмови ПЗ  це, як правило, наслiдки помилок проектування. Якщо помилки 

виправляють вiдразу пiсля виявлення, то характер iнтенсивностi вiдмов ПЗ 

вiдповiдає такiй залежностi (рисунок 7.1):  

 

 

 

 

 

 
 

 

Рис. 7.1. Iнтенсивнiсть вiдмов ПЗ  

Важливою характеристикою надiйностi ПЗ є їх вiдновлюванiсть, яка 

визначається  затратами  часу  i  працi  на  усунення  вiдмови.  Вiдмова  при 

функцiонуваннi може проявлятися у виглядi:  

•  передчасного аварiйного завершення виконання програми;  

•  недопустимого збiльшення часу виконання програми;  

•  зациклювання  ЕОМ  на  виконаннi  деякої  послiдовностi  команд 

програми;  

•  повної втрати чи незначного спотворення накопичених даних, 

необхiдних для успiшного виконання розв’язуваних завдань;  

•  порушення послiдовностi виклику окремих програм, внаслiдок чого 

вiдбувається пропуск необхiдних програм або непередбачене звернення до 

програми;  
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•  спотворення   окремих   елементiв   даних (вхiдних,   вихiдних, 

промiжних) в результатi обробки спотвореної початкової iнформацiї та iнш.  

 В ПЗ з високим рiвнем надiйностi деякi вiдмови (наприклад, зациклю- 

вання чи спотворення масивiв даних) можуть бути усуненi програмними 

методами. Завдання вiдновлення в таких випадках переходить в завдання 

усунення короткочасних збоїв.  

Основною  ознакою  в класифiкацiї збоїв  i вiдмов в ПЗ є тривалiсть 

вiдновлення. Коли її величина менша певного порогу, спотворення при 

функцiонуваннi ПЗ слiд вiднести до збоїв, в іншому разi спотворення носять 

характер вiдмов.  

Вiдмови i збої за ступенем їх впливу на функцiонування ПЗ подiляються на 

три групи:  

•  вiдмови,  якi  в  значнiй  мiрi  знецiнюють  результати  попереднього  

 функцiонування ПЗ i рiвносильнi втратам їх працездатностi;  

•  частковi вiдмови, якi в деякiй мiрi знецiнюють попереднi результати,  

 але характеризуються швидким вiдновленням без тривалої втрати  

 працездатностi;  

•  збої, якi практично не знецiнюють результати функцiонування ПЗ i  

 не створюють вiдмовних ситуацiй.  

Для збiльшення ефективностi процесiв вiдновлення доцiльно передбачити в 

ПЗ спецiальнi засоби дiагностики кодiв аварiйних завершень, ввести в програми 

контрольнi точки i забезпечити можливiсть рестарту з цих контрольних точок.  

При  бiльш  високому  рiвнi  автоматизацiї  процесiв  вiдновлення  ПЗ 

пiдвищується стiйкiсть їх функцiонування (здатнiсть обмежувати наслiдки 

власних помилок i несприятливих впливiв зовнiшнього середовища  

(несправнiсть апаратури, некоректнiсть вхiдних даних, помилки оператора та 

iнш.) або протистояти їм). Для цього в ПЗ повиннi бути передбаченi засоби, якi 

б дозволяли:  

•  проводити систематичний контроль i оперативно виявляти аномалiї 

процесу функцiонування або стану програм i даних;  

•  дiагностувати виявленi спотворення;  

•  виробляти  рiшення  i  вибирати  методи  та  засоби  оперативного 

вiдновлення;  

•  реалiзувати оперативне вiдновлення нормальної працездатностi;  

•  реєструвати кожен збій чи вiдмову, що сталися, узагальнювати данi  

спотворень для виявлення випадкiв, якi потребують допрацювання програм.  

 Реалiзацiя таких можливостей здiйснюється за рахунок введення над- 

лишковостi в програми, данi i процес функцiонування ПЗ. Вiдповiдно над- 

лишковiсть ПЗ можна роздiлити на програмну, iнформацiйну i часову.  
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Програмна надлишковiсть полягає в застосуваннi кiлькох варiантiв ПЗ, якi  

вiдрiзняються  методами  розв’язку  деякої  задачi  чи  програмною  реалiзацiєю 

одного й того ж методу.  

Iнформацiйна надлишковiсть полягає в дублюваннi нагромаджених по- 

чаткових i промiжних даних. Вона використовується для збереження до- 

стовiрностi  даних,  якi  в  найбiльшiй  мiрi  впливають  на  нормальне  

функцiонування ПЗ або потребують значного часу для вiдновлення. Для  

менш важливих даних iнформацiйна надлишковiсть використовується у ви- 

глядi завадозахисних кодiв, якi дозволяють тiльки виявити спотворення.  

Часова  надлишковiсть  полягає у видiленнi необхiдних резервiв часу 

ЕОМ на виконання спецiальних програм, якi забезпечують оперативний 

контроль стану даних i обчислювального процесу, а також автоматичне 

вiдновлення ПЗ при виникненнi вiдмовних ситуацiй.  

В процесi експлуатацiї ПЗ контроль їх надiйностi може проводитись 

шляхом трьох видiв контролю: профiлактичного, передпускового та 

оперативного.  

Профiлактичний контроль проводиться перiодично (залежно вiд характеру 

розв’язуваних завдань) при неробочому станi ПЗ. Вiн полягає в аналiзi даних 

про зареєстрованi спотворення iнформацiї та обчислювального процесу,  

зiбраних  в процесi функцiонування  ПЗ.  За ними з застосуванням 

iмiтацiйних i дiагностичних засобiв встановлюються причини спотворень i 

робляться спроби їх усунути. У випадку виявлення програмних помилок 

реєструються умови їх появи. Вся iнформацiя передається групi супроводу. Для 

проведення профiлактичного контролю готуються спецiальнi тести, набори 

даних, контрольнi результати та iнш.  

Завдання  передпускового  функцiонального  контролю  полягає  в  пе- 

ревiрцi збережуваностi програм i масивiв даних, необхiдних для початково- 

го  пуску  обчислювальної  системи.  Крiм того,  перевiряється  функцiону- 

вання ПЗ на типових початкових даних при рiшеннi деякого набору зазда- 

легiдь пiдготовлених контрольних задач. Коректування програм i даних для  

усунення  виявлених  спотворень,  яке  б  привело  до  вiдхилення  ПЗ  вiд  

технiчної документацiї, на даному етапi контролю не допускається.  

Оперативний  контроль  ПЗ  необхiдний  в  процесi  безпосереднього  

розв’язку задач для максимально швидкого автоматизованого вiдновлення  

при будь-яких спотвореннях обчислювального процесу i даних. Всi проце- 

дури в процесi оперативного контролю проводяться автоматично з допомо- 

гою ЕОМ. Методи оперативного контролю можна роздiлити на такi групи:  

•  контроль стану i збережуваностi програм в рiзних видах пам’ятi ЕОМ;  

•  контроль динамiки процесу виконання програм, збереження зв’язкiв  

 i взаємодiї мiж компонентами ПЗ при їх функцiонуваннi;  

•  контроль стану i змiн даних в пам’ятi ЕОМ.  
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7.2.2. Фактори, якi визначають надiйнiсть програмного забезпечення  

 Головну  роль  у  створеннi  надiйного  ПЗ  вiдiграють  правильна  ор- 

ганiзацiя i управлiння процесом розробки:  

•  пiдготовка iнженерного i керiвного персоналу з технологiї викорис- 

 тання обчислювальних машин;  

•  контроль видачi i змiн програм;  

•  постiйний зв’язок мiж розробником i замовником ПЗ;  

•  використання ефективних методiв контролю процесу розробки про- 

 грамної документацiї;  

•  впровадження стандартiв, регламентуючих роботи з проектування ПЗ.  

 Важливу  роль  в  пiдвищеннi  якостi  i  надiйностi  розроблюваного  ПЗ  

 вiдiграє постiйний контроль у виглядi досить формалiзованих оглядiв проект- 

ної i програмної документацiї спецiальною групою експертiв, в яку входять:  

спецiалiсти з проектування i програмування; спецiалiсти з вiдладки i випробо- 

вувань ПЗ; спецiалiсти з компоновки програм; представники замовника.  

 Пiдвищенню якостi розробки складних програм сприяють прогресивнi  

методи структурного програмування i принцип модульностi ПЗ. Модульна  

побудова програм сприяє використанню з уже створених програмних про- 

дуктiв добре вiдлагоджених компонентiв в нових розробках. Заборона на  

прийняття  потенцiйно  ненадiйних  програмних  конструкцiй,  можливiсть  

оперативного автономного контролю результатiв функцiонування модуля  

забезпечують високу ймовiрнiсть усунення помилок на початкових етапах  

розробки ПЗ.  

7.2.3. Методи забезпечення надiйностi ПЗ  

Методи забезпечення надiйностi ПЗ подiляють на чотири групи:  

•  попередження помилок;  

•  виявлення помилок;  

•  виправлення помилок;  

•  стiйкiсть до помилок (забезпечення надiйностi ПЗ).  

Кращий метод забезпечення надiйностi ПЗ полягає в тому, щоб не допу- 

скати появи помилок. У зв’язку з неможливiстю гарантувати вiдсутнiсть  

помилок у ПЗ основне значення у забезпеченнi надiйностi ПЗ мають мето- 

ди, якi грунтуються на припущеннi, що помилки у ПЗ завжди є. Метод по- 

передження помилок полягає в зменшеннi складностi ПЗ, полiпшеннi об- 

мiну, пiдвищеннi точностi при переходi, усуненнi помилок на кожному  

кроцi.  

Метод виявлення помилок грунтується на впровадженнi засобiв виявлення 

помилок в основне ПЗ.  

Метод виправлення помилок грунтується на тому, що помилки ПЗ по- 

виннi  виправлятися  самою  системою.  Виправлення  помилок  полягає  в  
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замiнi “зiпсованого” програмного модуля справним (подiбно резервуванню  

апаратних засобiв) або у вiдновленнi зiпсованих помилками даних ПЗ.  

 Група методiв забезпечення надiйностi ПЗ (стiйкiсть до помилок) забез- 

печує працездатнiсть ПЗ за наявностi помилок. Цi методи подiляють на три  

пiдгрупи:  

•  метод динамiчної надлишковостi;  

•  метод вiдступу;  

•  метод iзоляцiї.  

Метод динамiчної надлишковостi збiжний з методом апаратного 

мажорування. Недолiком цього методу є те, що всi однаковi програмнi модулi 

можуть однаково “помилятися”, а розробити по-рiзному побудованi однотипнi 

програмнi модулi не завжди можна.  

Метод вiдступу  це метод аварiйної зупинки, тобто коли в ПЗ виявляють 

помилку, то виконують особливий фрагмент програми, що забезпечує 

безаварiйне закiнчення всiх запрограмованих процесiв.  

Метод iзоляцiї забезпечує живучiсть ПЗ за наявностi помилок, тобто 

вiдкликаються окремi вузли або канали системи з помилками у ПЗ.  

 Методи виявлення помилок, виправлення помилок та стiйкостi до по- 

милок потребують додаткових функцiй вiд самого ПЗ. Методи виправлення 

помилок та стiйкостi до помилок орiєнтованi на пристрої i системи, що 

працюють у реальному масштабi часу. Метод iзоляцiї помилок, як правило, 

застосовують у поєднаннi з апаратними методами пiдвищення надiйностi.  

 Програмними засобами можна усунути вiдмови (помилки) не тiльки ПЗ,  

а й апаратних засобiв. Наприклад, збої у пристрої можна усунути не тiльки 

мажоруванням чи з допомогою коректуючих кодiв, а й поєднуючи з 

програмними методами, як от:  

1) повторне виконання операцiй;  

2) вiдновлення пам’ятi;  

3) динамiчна змiна конфiгурацiї;  

4) вiдновлення файлiв;  

5) контрольна точка - рестарт;  

6) реєстрацiя помилок.  

7.2.4. Моделювання i оцiнка надiйностi ПЗ  

З усiєї кiлькостi факторiв, якi впливають на надiйнiсть ПЗ, найваж- 

ливiшим є кiлькiсть помилок в програмi, що залишились.  

 При наявностi розумної оцiнки кiлькостi помилок на етапах тестування  

можна визначити об’єм робiт i момент його завершення. За вiдомої оцiнки  

помилок, що залишились у програмi, можна оцiнити затрати на її супровiд.  

 Оцiнка надiйностi ПЗ базується в значнiй мiрi на теорiї надiйностi апара- 
тури, де розроблена значна кiлькiсть математичних методiв, що дозволяють  

не тiльки оцiнювати, але й прогнозувати надiйнiсть створюваного продукту.  
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Виходячи з цього розглядають:  

•  моделi, пов’язанi з теорiєю надiйностi апаратури, що мiстять прогно- 

 зи ймовiрностi розподiлу помилок в ПЗ;  

•  моделi, якi не базуються на теорiї надiйностi апаратури, але дозво- 

 ляють отримати прийнятнi результати оцiнки;  

•  моделi складностi, що дозволяють оцiнити продукт проектування i  

 власне розробку з врахуванням складностi.  

Оцiнка надiйностi ПЗ включає:  

1) структурний контроль;  

2) детермiноване тестування;  

3) статистичне тестування.  

Структурний контроль вiдповiдностi ПЗ формалiзованим вимогам про- 

водять   на   нижнiх   рiвнях   iєрархiчної   структури   ПЗ    модулях,  

пiдпрограмах,  окремих  блоках  програми.  Формалiзованi  вимоги  мiстять 

правила структурної, синтаксичної i семантичної побудови програми, 

виконання яких обов’язкове для всiх її складових частин.  

Детермiноване тестування передбачає задання конкретних вихiдних даних i 

маршрутiв виконання програми. Перевiрка всiх маршрутiв при всiх значеннях 

вихiдних даних може бути проведена тiльки для дуже простих програм i при 

малих дiапазонах змiни вихiдних даних. Дiапазон варiювання вихiдних даних i 

ступiнь охоплення можливих маршрутiв визначають ефективнiсть знаходження 

помилок даним методом.  

Розрiзняють висхiдне i низхiдне тестування.  

Висхiдне тестування починається з автономного тестування програмних 

модулiв найнижчого рiвня. Пiсля цього проводиться тестування модулiв 

вищого рiвня, перевiрка яких вимагає використання уже вiдтестованих 

модулiв. Пiсля перевiрки даного рiвня здiйснюється перехiд до модулiв все 

вищого рiвня аж до програми в цiлому.  

Недолiком цього методу тестування є те, що для складного ПЗ з 

багаторiвневою iєрархiєю виявлення серйозних помилок в специфiкацiях, 

алгоритмах та iнтерфейсах здiйснюється лише на завершальнiй стадiї вiдладки 

ПЗ  стадiї комплексного тестування програм i ПЗ в цiлому.  

При низхiдному тестуваннi автономно тестується тiльки головна програма, 

потiм пiдключаються програми модулiв i компоненти наступного рiвня, i так 

до тих пiр, поки не буде випробувана вся програма.  

Перевага низхiдного тестування в тому, що воно дозволяє виявити помилки 

i якiсно їх усунути.  

Складне  ПЗ  доцiльно  пiддавати  статистичному  тестуванню  для  пе- 

ревiрки  комплексу  програм  в  розширених  порiвняно  з  детермiнованим  

пiдходом умовах функцiонування i вiдповiдно для отримання бiльш до- 

стовiрних даних про надiйнiсть ПЗ. Статистичнi перевiрки проводять ком- 
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плексно   з   метою   отримання   основних   характеристик   програм   i  

пiдтвердження їх вiдповiдностi вимогам ТЗ, в тому числi i по надiйностi.  

7.2.5. Забезпечення ефективності програмного засобу  

Ефективність ПЗ забезпечується прийняттям рішень на різних етапах  

його розробки, починаючи з розробки його архітектури. Особливо сильно  

на ефективність ПЗ впливає вибір структури і представлення даних. Але і  

вибір алгоритмів, які використовуються в тих чи інших програмних моду- 

лях, а також особливості їх реалізації (включаючи вибір мови програмуван- 

ня) може суттєво вплинути на ефективність ПЗ. При цьому постійно вини- 

кає потреба вирішувати протиріччя між часовою ефективністю і ефектив- 

ністю по пам’яті (ресурсах). Наприклад, деяким показником ефективності  

по пам’яті може бути кількість стрічок програми на мові програмування, а  

деяким показником часової ефективності може бути час відповіді на запит  

користувача.  

Тому дуже важливо, щоб у специфікації якості були явно вказані пріо- 

ритети або кількісне співвідношення між показниками цих примітивів яко- 

сті. Слід також врахувати, що різні програмні модулі по-різному впливають  

на ефективність ПЗ в цілому: одні модулі можуть сильно впливати на часо- 

ву ефективність і практично не впливати на ефективність по пам’яті, а інші  

можуть суттєво впливати на загальні витрати пам’яті, не дуже впливаючи  

на час роботи ПЗ. Крім того, цей вплив (перш за все, стосовно часової ефе- 

ктивності) заздалегідь ( до закінчення реалізації ПЗ) не завжди можна пра- 

вильно оцінити.  

З  врахуванням  сказаного,  рекомендується  дотримуватись  наступних 

принципів для забезпечення ефективності ПЗ:  

•  спочатку слід розробити надійний ПЗ, а потім вже займатись 

доведенням його ефективності до необхідного рівня відповідно до його 

специфікації якості;  

•  для підвищення ефективності ПЗ, перш за все, необхідно використа- 

ти оптимізуючий компілятор  - це може забезпечити необхідну ефектив- 

ність;  

•  якщо ефективність ПЗ не задовільняє специфікацію його якості, то 

потрібно знайти найкритичніші модулі з точки зору необхідної ефективності ПЗ; 

ці модулі необхідно оптимізувати в першу чергу шляхом їх ручної 

переробки;  

•  не слід займатись оптимізацією модуля, якщо цього не потрібно для 

досягнення необхідної ефективності ПЗ.  

Для пошуку критичних модулів з точки зору часової ефективності ПЗ  

потрібно буде отримати розподіл по модулях часу роботи ПЗ шляхом від- 

повідних вимірювань під час виконання ПЗ. Це можна зробити за допомо- 
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гою динамічного аналізатора (спеціального програмного інструмента), який 

може визначити частоту звертання до кожного модуля в процесі використання 

ПЗ.  

Застосування захисного програмування модулів приводить до зниження  

ефективності ПЗ як по часу, так і по пам’яті. Тому необхідно розумно регу- 

лювати міру застосування захисного програмування залежно від потреб до  

надійності та ефективності ПЗ, сформульованих в специфікації якості ПЗ,  

що розробляється. Вхідні дані створюваного модуля можуть поступати як  

безпосередньо від користувача, так і від інших модулів. Найбільш вжива- 

ним випадком використання захисного програмування є застосування його  

для першої групи даних, що й означає реалізацію стійкості ПЗ. Це потрібно  

робити завжди, коли в специфікації якості ПЗ є вимога про забезпечення  

стійкості ПЗ. Використання захисного програмування для другої групи вхі- 

дних даних означає спробу виявити помилку в інших модулях під час вико- 

нання розроблюваного модуля - спробу виявити помилку в самому цьому  

модулі під час його виконання. По суті, це означає часткове втілення підхо- 

ду самовиявлення помилок для забезпечення надійності ПЗ. Цей випадок  

захисного програмування використовується вкрай рідко - лише у тому ви- 

падку, коли вимоги до надійності ПЗ надзвичайно високі.  

7.3. Характерні особливості задач,  

що розв’язуються в комп’ютерних ІС  

Система оброблення даних складається із задач - алгоритмів або 

сукупностей алгоритмів формування вихідних документів (повідомлень), що 

мають певне функціональне значення для управління діяльністю суб’єкта 

господарювання.  

Задачі, що розв’язуються в комп’ютерних ІС, мають ряд характерних  

особливостей, що впливають на технологію автоматизованої обробки даних:  

1. Інформаційний взаємозв’язок, який виявляється в тому, що результати 
розв’язування одних задач є вхідними даними для розв’язування інших. Ця 
особливість впливає на склад та зміст інформаційної бази комп’ютерної 
системи, потребуючи також вибору способів і методів нагромадження і 

зберігання інформації в системі.  
2. Масовість та груповий характер вирішення. Як правило, економічні 

розрахунки виконуються через певний термін, причому визначається не 
один, а група взаємопов’язаних економічних показників. Ця особливість 

впливає на структуру алгоритмів розв’язування задач, а також на склад та 
зміст програмного забезпечення систем.  

3. Потреба багатоваріантного розв’язування. Це стосується задач 
прогнозування, планування та прийняття рішень. Саме тому в комп’ютерній 
системі мають бути передбачені відповідні спеціальні інструментальні та 

апаратні засоби, наприклад, база моделей для задоволення згаданої потреби.  
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4. Чітко регламентовані терміни подання вхідних даних і результатів  

розв’язування задач, а також вимоги до точності вхідних даних і результа- 

тів розв’язування задач. Тому при створенні комп’ютерної ІС необхідно ви- 

рішувати питання контролю інформації на всіх етапах її перетворення.  

5. Постійні зміни складу економічних показників та методик їх розрахунку. 

Ця особливість впливає на склад і зміст програмного забезпечення, особливо 

на його прикладну частину.  

7.3.1. Класифікація задач ІС  

Різноманітність  розв’язуваних  у  комп’ютерних  ІС  задач  потребує  їх 

класифікації.  

Класифікацію задач обробки даних здійснюють переважно за шістьма 

основними ознаками:  

1. За функціями управління розрізняють планові, облікові, контрольні 

задачі, задачі нормування показників, складання звітності тощо.  

2. За характером перетворення інформації: обчислювальні, імітаційні, 

прийняття рішень.  

3. За роллю в процесі управління: інженерно-технічні, економічні, 

інформаційно-довідкові.  

4. За математичною суттю: оптимізаційні, прямого розрахунку, 

інформаційно-пошукові.  (Оптимізаційні  задачі  розв’язуються  шляхом  

пошуку одного рішення із великої кількості можливих варіантів, вони 

характеризуються  складною  методикою  розрахунків,  а  також  відносно  

невеликими розмірами вхідних даних. Для задач прямого розрахунку 

характерні великі розміри і складність вхідних даних, проста методика 

розрахунку і одноваріантність розв’язання. Інформаційно-пошукові задачі, 

тобто задачі типу “запитання - відповідь”, характеризуються складною 

методикою розрахунку та значними розмірами вхідної інформації).  

5. За можливістю формалізованого опису: формалізовані, неформалізовані 

(розв’язування перших можна описати у вигляді математичних формул та 

залежностей, щодо других - цього зробити неможна).  

6. За регулярністю розв’язування: систематичні, епізодичні, випадкові.  

7.3.2. Вплив параметрів задач ІС на ефективність обробки економічної 

інформації  

Задача в комп’ютерній ІС визначається як функція чи її частина, що являє 

собою формалізовану сукупність автоматичних дій, виконання яких 

приводить до результатів заданого виду.  

Будь-яку задачу оброблення даних можна подати у вигляді:  

y = f (x) , 
де y - вихідна сукупність показників;  
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f - операторний комплекс, що складається із взаємопов’язаних   

елементарних операцій оброблення даних;  

х - вхідний комплекс показників (первинних і проміжних).  

Розв’язування задачі є процесом здобуття підсумкового показника 

(документа), що містить інформацію для прийняття рішень під час управління 

діяльністю суб’єкта господарювання.  

Робота над кожною задачею, що розв’язується в АІС, складається з таких  

етапів:  формування  мети  розв’язання  задачі;  вибір  методу  її 

розв’язання; розроблення алгоритму; складання програми; розв’язання задачі 

на ЕОМ; аналіз результатів і прийняття рішень.  

Кожна задача характеризується змістом, функцією управління, в рамках якої 

вона розв’язується, ресурсом, який вона відображає, періодом часу, за який 

відбувається споживання ресурсу, взаємодією з іншими функціональними 

задачами, здійснюваними на інформаційній основі.  

Зміст задачі визначає сукупність вихідних показників, які формуються й  

обчислюються в задачі за відповідними алгоритмами. При цьому розвинені  

АІС дають змогу реалізувати багатоваріантні алгоритми розрахунку показ- 

ників на основі вибору з банку моделей та алгоритмів найефективніших ма- 

тематичного методу, моделі й алгоритму для конкретного об’єкта управ- 

ління. Крім того, задачі, що розв’язуються з використанням нових ІТ, мо- 

жуть забезпечити відповіді на комплекс нерегламентованих запитів корис- 

тувачів.  

Розрахункові задачі, що розв’язуються регулярно з установленою 

циклічністю і не потребують миттєвої реакції обчислювальної системи, 

реалізуються в режимі пакетного оброблення. Кілька таких задач об’єднуються в 

пакет, який вводять й обробляють в ЕОМ. Мета пакетування  - досягти 

найефективнішого  завантаження  пам’яті,  пристроїв  введення-виведення. 

Тривалість   обчислення   при   цьому   не   має   значення.   Задачі,   що 

розв’язуються в режимі пакетного оброблення, поділяють на задачі прямого 

доступу й оптимізаційні.  

З технологічної точки зору реалізація оптимізаційних задач пов’язана зі  

значним завантаженням процесора, периферійні пристрої використовують- 

ся менш інтенсивно. Розв’язання задач прямого доступу веде до переваж- 

ного завантаження пристроїв введення-виведення; процесор використову- 

ється менше, оскільки ці задачі зводяться до виконання нескладних ариф- 

метичних операцій, багаторазового згруповування і вибірки великого обся- 

гу даних.  

Інформаційно-довідкові й задачі оперативної лічби потребують швидкої  

реакції обчислювальної системи на запит. Інформаційно-довідкові задачі  

задовольняють потребу користувача в інформації, що зберігається в БД.  

Тому вони характеризуються не визначеними заздалегідь запитами корис- 
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тувача, а необхідністю в оперативному діалозі з ЕОМ. Крім того, час відповіді 

ЕОМ не повинен перевищувати кількох секунд. Характерна особливість задач 

оперативної лічби полягає в тому, що в процесі їх розв’язування не тільки 

вилучають необхідні дані з БД, а й виконують розрахунки із залученням 

оперативної інформації, які актуалізують БД. З точки зору технології 

розв’язування ця група задач потребує системи доступу користувачів до БД, 

контролю інформації, що вводиться.  

Системи підтримки прийняття рішень орієнтовано на розв’язання слаб- 

коформалізованих задач управління підприємствами, які виникають внаслі- 

док невизначеності ринкового середовища. Задачі цього класу мають спіль- 

ну БД і спільну базу моделей для розв’язання. Особлива увага в них нада - 

ється діалогу, зокрема дружності інтерфейсу ОПР - СППР. На параметри  

технологічного процесу також впливають структура алгоритму розв’язання  

задачі, часові інтервали, коли потрібна результатна інформація стосовно  

розглядуваної задачі, відповідна конфігурація технічних засобів.  

Саме задача є об’єктом розроблення, впровадження та експлуатації кінцевим 

користувачем. Із використанням АРМ, що мають засоби ІТ, поняття “задача” 

розглядається ширше - як закінчений комплекс оброблення інформації з 

забезпеченням видачі або прямих керуючих впливів на хід виробничого 

процесу (об’єкт управління), або необхідної інформації для прийняття рішень 

управлінським персоналом, або генерації готового рішення для затвердження 

керівництвом. Тому задача розглядається як елемент системи управління, що 

забезпечує якісно нові рішення стосовно управління, а не як елемент системи 

оброблення даних.  

Функціональна структура ІС має орієнтуватись на ті інформаційні по- 

треби кінцевих користувачів, які змінюються в умовах ринку, та відобража- 

ти  зміст  і  специфіку  функцій  управління  конкретним  економічним  

об’єктом. АІС повинна мати гнучку структуру і бути відкритою системою,  

тобто допускати внесення необхідних змін у розроблену модель та забезпе- 

чувати нарощування функціональних можливостей в міру необхідності.  

Ця вимога реалізується за допомогою принципу модульності АІС. Кожний 

прикладний модуль системи має обслуговувати деяку інформаційну сферу. 

Головною вимогою при розробленні модулів повинна бути орієнтація  системи  

на  автоматизацію  управління  діяльністю  об’єкта,  а  не  на розв’язання 

локальних функціональних задач. При цьому функції, що реалізуються, та 

модулі мають розглядатися з точки зору потреб кінцевих користувачів, а не 

програмної реалізації. Комплексність системи забезпечується завдяки 

інтеграції модулів в єдину систему.  

Модульна побудова АІС передбачає безліч різних типів архітектурних 

рішень у межах єдиного комплексу.  
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За допомогою принципу модульності вирішується проблема розподілу 

задач між учасниками процесу управління, оскільки деякі задачі можуть бути 

повністю розв’язані на одному робочому місці, а інші для цього потребують 

участі багатьох управлінських працівників.  

7.4. Адаптивність ІС  

Термiн адаптивнiсть (вiд латинського “adaptio”  пристосування) 

запозичений iз бiологiї, де адаптацiєю називається пристосування органiзму до 

змiнного  середовища  з  метою  збереження  його  життєздатностi  i  

життєдiяльностi.  

Адаптивнiсть  АIС    можливiсть  системи  забезпечувати  свою  

адекватнiсть реальним умовам об’єкта управлiння на досить великому часовому 

iнтервалi функцiонування. При цьому затрати на забезпечення адекватностi 

повиннi бути вiдносно невеликi.  

Адаптивнiсть АIС забезпечується за рахунок адаптивних властивостей, 

закладених в систему в процесi проектування.  

Коли йде мова про адаптивнi системи, то мається на увазi наступне:  

1) система працює при наявностi невизначених або змiнних умов;  

2) система отримує iнформацiю про цi умови в процесi роботи;  

3)  система зразу ж безпосередньо використовує цю iнформацiю для 

змiни своєї поведiнки.  

При цьому, звичайно, зумовлюється, що робота системи є доцiльною, 

тобто система призначена для досягнення цiлком визначеної мети. Якщо 

процеси отримання iнформацiї i змiни поведiнки з її використанням є 

найкращими в розумiннi досягнення поставленого завдання, то така адаптивна 

система є ще й оптимальною.  

Останнiм часом встановилась бiльш менш загальноприйнята уява про один 
iз найбiльш розроблених i поширених на практицi клас адаптивних систем - 
самонастроюванi. Робляться спроби побудови адаптивних систем вищого класу, 

в яких пристрiй адаптацiї змiнює при необхiдностi алгоритм i структуру 
управлiння в процесi адаптацiї. Цей клас адаптивних систем отримав назву 
самоорганiзованих.  

Схема майже всiх iснуючих адаптивних систем складається з двох контурiв 

 основного контура, який реалiзує один iз “класичних” принципiв 
управлiння, i контура адаптацiї. На основi аналiзу зiбраної iнформацiї пристрiй 
адаптацiї виконує iдентифiкацiю об’єкта (або системи), тобто оцiнює, наскiльки 
i в який бiк змiнились параметри, i потiм виробляє вплив на перебудову 
параметрiв основного контура.  

Адаптивнi системи з iдентифiкатором  клас систем управлiння складними  
об’єктами  зi  змiнними  характеристиками.  Для  широкого  класу об’єктiв  
управлiння  необхiдне  постiйне  уточнення  моделi,  пов’язане  зi змiнними в 
часi характеристиками.  
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Вiдсутнiсть або брак апрiорної iнформацiї про об’єкт як на стадiї 

проектування  системи  управлiння,  так  i  в  процесi  експлуатацiї,  

велика iнерцiйнiсть об’єкта, стохастичний характер зв’язкiв вимагають 

використання моделi об’єкта для управлiння на основi прогнозу вихiдних 

змiнних за врахованими вхiдними змiнними.  

Для таких об’єктiв необхiдна можливiсть уточнення моделi в умовах 

функцiонування об’єкта. Ця вимога веде до необхiдностi мати в колi 

зворотнього зв’язку системи управлiння структурний елемент, який би 

розв’язував завдання iдентифiкацiї, тобто побудови i уточнення моделi об’єкта.  

Конструктивно  цей  елемент  (iдентифiкатор)  може  бути  видiлений  в  

управляючiй обчислювальнiй машинi програмно, реалiзований в окремому  

унiверсальному або спецiалiзованому обчислювальному пристрої i т.п.  

Найбiльш дослiдженим способом задання середовища, в якому працює 

система, є параметричний. Це означає, що опис середовища задається з 

точнiстю до параметрiв, якi або спочатку невiдомi, або змiнюються в часi 

невiдомим (в   загальному   випадку   випадковим)   чином.   Отримання 

iнформацiї про середовище полягає в оцiнцi параметрiв.  

В загальному випадку процес адаптацiї описується досить складним 

графом. Адаптивнi властивостi системи визначаються в даному випадку: 1) 

середнiм часом переходу з початкової вершини у вершину, яка вiдповiдає 

iстинним значенням параметрiв середовища;  2) стацiонарним розподiлом 

ймовiрностей перебування системи в тiй чи iншiй вершинi графа.  

Адаптивнi властивостi АIС  властивостi, якi дозволяють оперативно i  

без суттєвих затрат модернiзувати функцiонуючу АIС у вiдповiдностi зi  

змiнами  в  органiзацiйнiй  та  iнформацiйно-економiчнiй  системi,  методах  

управлiння, планових, облiкових i звiтних показниках об’єкта управлiння з  

врахуванням можливих змiн iнформацiйно-обчислювальної системи.  

Основнi адаптивнi властивостi АIС:  

1) налаштування на ресурси i структуру обчислювальної системи;  

2) варiабельнiсть iнформацiйного i програмного середовища;  

3) налаштування на предметну область;  

4) надiйнiсть обробки даних.  

При проектуваннi АIС доцiльно керуватись наступними вимогами:  

•  система повинна бути iнварiантною до типу i кiлькостi використову- 

 ваних засобiв обчислювальної технiки;  

•  в системi повиннi бути закладенi спецiальнi програмно-алгоритмiчнi  

 засоби,  дозволяючi  розвивати  i  вдосконалювати  її  в  процесi  

 функцiонування;  

•  система повинна бути iнварiантна стосовно органiзацiйної структури  

 об’єкта управлiння;  
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•  система  повинна  налаштовуватись  на  позамашинне  i  машинне  

 iнформацiйне  середовище,  включаючи  параметри  iнформацiйних  

 потокiв;  

•  засобами  АIС  повинна  забезпечуватись  її  адекватнiсть  реальним  

 умовам об’єкта управлiння на досить великому часовому iнтервалi;  

•  засобами АIС повинна забезпечуватись надiйна i вчасна обробка  

 iнформацiї.  

7.4.1. Оцiнка адаптивної надiйностi системи  

Адаптивна надiйнiсть   властивiсть системи виконувати свої функцiї при 

їх змiнi в межах вимог, обумовлених розвитком системи управлiння об’єктом 

протягом заданого промiжку часу.  

Цю характеристику важливо враховувати у зв’язку з об’єктивним 

характером змiни функцiй АIС в процесi її експлуатацiї. Адаптивна надiйнiсть є 

однiєю iз кiлькiсних мiр оцiнки адаптивностi АIС.  

Адаптивна надiйнiсть оцiнює адекватнiсть проекту реальним умовам 

об’єкту   управлiння   на   деякому   часовому   iнтервалi   в   процесi 

функцiонування.  Адаптивна  надiйнiсть  є  функцiєю  вiдмов  АIС.  Пiд 

вiдмовою в даному випадку вважається факт неотримання користувачем 

результатiв розв’язку деякої задачi (комплексу задач) внаслiдок змiни її 

характеристик (вмiсту чи представлення iнформацiї, алгоритмiв розрахунку 

показникiв i т.д.).  

Бiльшiсть АIС вiдносяться до класу вiдновлюваних систем, тому 

справедливе  твердження,  що на  них  дiє два  потоки  -  потiк вiдмов  i потiк 

вiдновлень. Коефiцiєнт, який характеризує адаптивну надiйнiсть Ка, можна 

оцiнити наступним чином:  

Ka = Tв /(Tв + Tвідн ) , 

де Тв  середнiй час мiж вiдмовами;  

Твідн  середнiй час вiдновлення.  

Коефiцiєнт адаптивної надiйностi досягає максимально можливого значення   

при   вiдповiдностi  складу   варiюючих  характеристик  системи управлiння 

складовi параметрiв налаштування використовуваних засобiв створення i 

модернiзацiї АIС.  

Основна вiдмiннiсть функцiональної надiйностi вiд адаптивної полягає в  

тому, що перша з них визначається на основi оцiнки надiйностi елементiв  

системи, а друга обчислюється як ймовiрнiсть того, що АIС виконає свої  

функцiї, незважаючи на змiни, якi вiдбуваються на об’єктi управлiння. Разом  

цi двi характеристики дають досить повну iнформацiю про надiйнiсть АIС.  
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7.5. Ефективність людино-машинної взаємодії в ІС  

7.5.1. Ергономічна складова ефективності ІС  

Ефективність людино-машинної взаємодії в ІС тісно пов’язана з 

ергономікою.  Термiн  “ергономiка”  запропонований  в  1949  роцi в Оксфордi 

англiйськими вченими i прийнятий в квiтнi 1959 року Мiжнародною 

ергономiчною асоцiацiєю.  

Цей термiн виявився найбiльш вдалим зi всiх пропонованих: у Францiї 

ергономiка довго називалась “психотехнiкою”, а в Нiмеччинi  

“антропотехнiкою”, в Росiї - “ергологiєю”.  

Ергономiка (вiд грецького “ergon”  робота i “nomos”  закон)  це наука, 

яка вивчає людину чи групу людей та їх дiяльнiсть в умовах сучасного 

виробництва з метою оптимiзацiї знарядь, умов i процесу працi. Основний 

предмет її вивчення - системи “людина-машина”.  

Моральний аспект цiєї науки мiстить:  

1) пiдвищення ефективностi функцiонування систем “людина-машина”;  

2) охорона здоров’я людини;  

3) гармонiйний розвиток особистостi людини, зайнятої у виробничому 

процесi.  

В  основi  всiєї  ергономiки  лежить  антропоцентрична  концепцiя,  яка 

включає ергономiчнi дослiдження, ергономiчне проектування i ергономiчнi 

випробовування.  

Ергономiчнi дослiдження, в процесi яких нагромаджуються знання про 

реальну дiйснiсть, можуть проводитись i на математичних моделях процесiв. 

Ця iнформацiя використовується при ергономiчному проектуваннi. 

Ергономiчнi випробовування виявляють всi прорахунки проектувальникiв i 

ставлять новi вимоги перед дослiдниками.  

Всi системи  “людина-машина”  (СЛМ) ергономiка подiляє на простi i 

складнi. Складнiсть системи визначається в першу чергу складнiстю процесiв 

перетворення предметiв працi в продукт працi i складнiстю знарядь працi, з 

допомогою яких проводяться цi перетворення.  

Надiйнiсть  СЛМ  визначається  як  властивiсть  системи  виконувати 

функцiї, зберiгаючи в часi значення встановлених показникiв у заданих межах 

при заданих умовах експлуатацiї.  

Надiйнiсть СЛМ є комплексною властивiстю, яка залежно вiд призна- 

чення СЛМ i умов її експлуатацiї може включати безвiдмовнiсть, обслуго- 

вуванiсть, ремонтопридатнiсть, довговiчнiсть, збережуванiсть окремо чи у  

певному поєднаннi цих властивостей як для системи, так i для її частин.  

В процесi створення i експлуатацiї СЛМ повинен бути встановлений i 

забезпечений необхiдний рiвень надiйностi системи з врахуванням 

ергономiчних факторiв, а саме:  
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•  СЛМ   це багатофункцiональнi системи, до складу яких входять  

 технiчнi засоби, оперативний i обслуговуючий персонал;  

•  СЛМ є вiдновлюваними i обслуговуваними системами, розрахова- 

 ними на тривале функцiонування;  

•  СЛМ   можуть   мати   структурне,   iнформацiйне,   часове   i  

 функцiональне резервування, тому надiйнiсть системи в цiлому мо- 

 же бути вищою вiд надiйностi її складових частин;  

•  наявнiсть оперативного i обслуговуючого персоналу та користувачiв  

 в системi може як збiльшувати загальну надiйнiсть виконання зада- 

 них функцiй, так i зменшувати її залежно вiд органiзацiї обслугову- 

 вання i експлуатацiї системи;  

•  в процесi функцiонування СЛМ вiдбувається пристосування (взає- 

 модiя) людини i машини, що дозволяє як пiдвищити, так i знизити  

 надiйнiсть СЛМ;  

•  рiвень надiйностi СЛМ в значнiй мiрi визначає ефективнiсть всієї  

 інформаційної системи.  

7.5.2. Шляхи пiдвищення ергономiчної складової ефективності ІС  

Як ланка переробки iнформацiї, людина подiбна унiверсальному 

обчислювальному пристрою. Уступаючи обчислювальним машинам в 

швидкодiї, вона  може  виконувати  операцiї,  недоступнi  їм:  вирiшувати  

проблеми iнтуїтивним способом, орiєнтуватися при неповнiй iнформацiї в 

непередбачених ситуацiях, приймати принципово новi творчi рiшення.  

Пiдвищення експлуатацiйної надiйностi ІС, обумовленої впливом на неї 

людини, здiйснюється в двох напрямках:  

1) пристосування технiки до психофiзiологiчних особливостей 

людиниоператора в процесi її проектування (рацiональне розташування 

приладiв, вибiр освiтленостi, обмеження шуму, врахування вимог щодо 

швидкостi реакцiї людини та iнш.);  

2) пристосування людини до технiчних вимог машини  (вiдбiр операторiв, 

тренування i навчання їх виконанню операцiй обслуговування).  

 Звичайно, людина  найменш точний елемент в ланцi управлiння, що  

особливо важливо, коли ця ланка через нього замикається. Тому будь-якi 

заходи щодо пiдвищення точностi роботи людини суттєвi для пiдвищення 

результуючої точностi i надiйностi всiєї системи. До таких ефективних заходiв 

вiдносяться:  

•    чiтке визначення функцiй, виконуваних людиною;  

•    узгодження характеристик системи i людини;  

•    рацiональна конструкцiя засобiв представлення iнформацiї та ор- 

 ганiв управлiння;  

•    оптимальне розташування їх на панелях щитiв i пультiв;  
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•    спецiальнi тренування персоналу;  

•    органiзацiя режиму роботи i умов працi.  

Пiдвищення надiйностi СЛМ, а отже, ефективності всієї ІС, при 

проектуваннi  можна  добитися  схемними,  конструктивними  та  

ергономiчними методами.  

Схемнi методи об’єднують заходи по пiдвищенню    надiйностi СЛМ 

шляхом  вдосконалення  їх  технологiй  i  принципових  схем.  До  них 

вiдносять, наприклад, створення по можливостi простих схем (технологiй); 

створення схем з обмеженими наслiдками вiдмов; резервування елементiв i 

систем; створення схем з широкими допусками на параметри елементiв i 

зовнiшнi впливи.  

До конструктивних методiв вiдносять: створення надiйних елементiв; 

створення сприятливого режиму роботи елементiв; правильний пiдбiр 

параметрiв елементiв; здiйснення заходiв для полегшення ремонту; унiфiкацiя 

елементiв i систем; врахування досвiду експлуатацiї аналогiчних 

проектованих систем.  

Загальне ергономiчне забезпечення покликане органiзувати роботу людини-

оператора, починаючи вiд оптимальних форм шкал, ручок, оптимального  

зусилля  на  органи  управлiння  i  вiдстань  вiд  них,  оптимального 

освiтлення робочого мiсця i т.д., закiнчуючи загальними методами забезпечення 

якостi функцiонування СЛМ.  

Цiльове ергономiчне забезпечення покликане органiзувати працю людини-

оператора, залученого в СЛМ конкретного класу з метою пошуку оптимальних 

способiв використання людських можливостей стосовно до даного класу СЛМ  

(що власне доручити людинi, якi способи контролю i управлiння 

рекомендувати як типовi для даного класу СЛМ, якими засобами забезпечити 

оператора пiд час роботи, якi характеристики враховувати для вiдбору 

операторiв, якi навики тренувати при навчаннi).  

Отже, загальне ергономiчне забезпечення передбачає врахування зага- 

льних  закономiрностей  процесiв  функцiонування  СЛМ  рiзних  класiв.  

Цiльове ергономiчне забезпечення призначене для рiшення задач розподiлу  

функцiй, синтезу режимiв роботи i профiлактичного обслуговування СЛМ,  

контролю стану операторiв i якостi функцiонування СЛМ. Цiльове ерго- 

номiчне забезпечення завжди конкретне, його результати не можуть пере- 

носитися з однiєї областi в iншу без ретельного аналiзу i перевiрки.  

Ергономiчне забезпечення складається iз наступних комплексiв:  

1) комплекс рiзної документацiї, яка забезпечує формулювання 

ергономiчних  вимог  до  робочих  мiсць,  iнформацiйних  моделей  i  умов 

дiяльностi персоналу, а також найдоцiльнiшi способи реалiзацiї цих вимог i 

здiйснення ергономiчної експертизи рiвня їх реалiзацiї;  
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2) комплекс методiв, навчально-методичних документiв i технiчних засобiв 

пiдготовки, якi забезпечують обгрунтування формулювання вимог до рiвня  

пiдготовки  персоналу,  а  також  формування  системи  вiдбору  i пiдготовки 

персоналу IС;  

3) комплекс методiв i методик, якi забезпечують високу ефективнiсть 

дiяльностi людини в IС.  

Ергономiчнi методи використовують для вирiшення таких завдань:  

•  забезпечення рацiонального розподiлу функцiй людини i технiчних  

 засобiв залежно вiд цiльової функцiї (роль i мiсце людини-оператора  

 в СЛМ);  

•  оцiнка i контроль функцiональних станiв операторiв з метою забез- 

 печення безпеки працi i заданого рiвня якостi функцiонування сис- 

 теми;  

•  вибiр профiлактичних впливiв на СЛМ;  

•  синтез ергономiчних паспортiв СЛМ як мiри зручностi експлуатацiї i  

 ступеня досконалостi технiчних засобiв i робочих мiсць СЛМ;  

•  автоматизацiя ергономiчного проектування СЛМ;  

•  професiйна пiдготовка персоналу СЛМ;  

•  розробка оргпроекту СЛМ;  

•  органiзацiя групової дiяльностi спецiалiстiв в СЛМ.  

Для вирiшення задач забезпечення надiйностi проводять такi групи заходiв:  

•  розробка наукових методiв експлуатацiї СЛМ;  

•  збiр i узагальнення досвiду експлуатацiї;  

•  пiдвищення квалiфiкацiї працiвникiв;  

•  вдосконалення органiзацiї обслуговування СЛМ;  

•  автоматизацiя обслуговування i вiдновлення СЛМ.  

7.5.3. Основні характеристики людини-оператора ЕОМ  

До основних характеристик оператора, які впливають на ефективність  

його роботи, відносять швидкодію, точність, надійність, психічну напруже- 

ність.  

Швидкодія  час рішення задачі оператором, тобто час від моменту 

появи сигналу до моменту закінчення виконання управляючих дій. В простих 

випадках цей час виражається формулою:  

T0 = a + bI , 
де а  затрати часу, супутні обробці інформації від моменту поступання 

сигналу до    реалізації рішення;  

b  час, необхідний на обробку одиниці інформації; І  

кількість перероблюваної інформації.  
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Точність роботи оператора  ступінь відповідності виконання ним певних 

функцій заданому алгоритму.  

При кількісній оцінці точності оператора використовують похибку, рівну 

різниці між значенням параметра, отриманим при зчитуванні, і його значенням, 

відображуваним індикатором.  

Розрізняють систематичні і випадкові похибки оператора.  

Систематичну похибку оператора можна усунути чи скомпенсувати 

поправкою. Випадкову похибку оператора оцінюють середньоквадратичною 

похибкою: 

σ 

де n  число вимірювань; 

1 n 

= ∑ ( a i − 
a 

n − 1 i = 1 

2 

) ,  

ai  результат і-го вимірювання;  

ā  середньоарифметичне значення результатів вимірювань.  

Точність роботи оператора залежить від характеристик сигналу, ступеня  

складності задач, умов і темпу роботи, функціонального стану нервової си- 

стеми, індивідуальних особливостей, часу неперервної роботи оператора,  

втомлюваності та інших факторів. Точність оператора росте із збільшенням  

часу його навчання (тренування) і з деякого моменту досягає максимально- 

го значення.  

Надійність оператора  здатність виконувати в повному об’ємі покладені 

на нього функції при певних умовах роботи. Надійність оператора суттєво 

впливає на надійність СЛМ.  

Надійність оператора можна оцінити ймовірністю його безпомилкової 

роботи Pл(t) при певних умовах протягом заданого часу t або функцією 

стійкої роботи:  

PЛ (t) = P ( T > t ) , 
де Т  випадкова величина часу безпомилкової роботи.  

В процесі роботи СЛМ техніка може відмовляти, а людина допускати  

помилки, але при певних умовах компенсувати відмови техніки і свої по- 

милки.  

Розглянемо надійність СЛМ. Приймемо наступні припущення:  

•  відмови техніки і помилки оператора є нечастими, випадковими і не- 

 залежними подіями;  

•  поява більше як однієї однотипної події за час роботи системи від t  

 до t+∆t практично неможлива;  

•  здатність компенсувати помилки і безпомилково працювати є неза- 

 лежними властивостями оператора.  

Тоді, якщо неможлива компенсація помилок і відмов, ймовірність 

безвідмовної роботи протягом часу (t;t+∆t) такої СЛМ:  
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Р1(t, ∆t) = Рт(t, ∆t) Рл(∆t) ,  

де РТ(t, ∆t)  ймовірність безвiдмовної роботи технічної системи за час від 

t до t+∆t;  

РЛ(∆t)  ймовірність безпомилкової роботи операторів   протягом часу ∆t 

при умові, що технічна система працює безвідмовно;  

 t  загальний час експлуатації технічної системи.  

Надійність СЛМ підвищується, якщо оператор миттєво з ймовірністю p 

компенсує помилку. Тоді ймовірність безвідмовної роботи СЛМ:  

Р2(t, ∆t) = Рт(t, ∆t) {Рл(∆t) + [1 - Рл(∆t)]p}.  

Аналогічно, надійність СЛМ підвищується, якщо оператор, не допускаючи 

помилки, компенсує відмову технічної системи. В цьому випадку ймовірність 

безвідмовної роботи СЛМ:  

Р3(t, ∆t) = Рл(∆t) [Рт(t, ∆t) + Ру(t, ∆t, δ)].  

де Ру(t, ∆t, δ)  умовна ймовірність безвідмовної роботи протягом часу (t, 

t+∆t) СЛМ з компенсацією наслідків відмов при умові, що відмова виникла в 

момент δ (t < δ < t+ ∆t) і була скомпенсована.  

Якщо в системі компенсуються і помилки, і відмови, то ймовірність 

безвідмовної роботи СЛМ:  

Рл
(t, ∆t) = {Р

л
(∆t) + [1 - Р

л
(∆t) ] p } [Р

т
(t, ∆t) + Р

у
(t, ∆t, δ)]. 

Відношення  

G = Рл(t, ∆t) / Р1(t, ∆t)  

характеризує виграш по надійності СЛМ за рахунок компенсації помилок і 
відмов оператором. Виграш в надійності збільшується з ростом p і Р(t,∆t,δ), 
тобто із збільшенням рівня натренованості оператора на компенсації відмов і 

помилок.  
Психічна напруженість. Специфічна характеристика оператора - на- 

пруженість діяльності. Напруженість праці оператора виникає внаслідок  
складності виконуваної роботи (операційна напруженість) або в результаті  
дії  негативних  подразників (емоційна  напруженість).  Про  напруженість  

праці судять за величиною відхилень умов праці від нормальних.  
На результати діяльності оператора впливає характер поступаючого ін- 

формаційного потоку. Тому при визначенні напруженості оператора викори- 
стовують гранично допустимі норми, які характеризують значення його ін- 

формаційного навантаження: коефіцієнт завантаженості, період зайнятос- 
ті, час перебування інформації на обробці, швидкість поступання інформації.  

Коефіцієнт завантаженості 

η = 

τ 

 
0 / T , 

p  

де τ0  час, протягом якого оператор зайнятий обробкою інформації, що  
поступає;  

Тp  загальний час роботи.  
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Згідно даних фізіології праці η ≤ 0 ,75 

Період зайнятості  час неперервної (без пауз) роботи. Для операторів 

рекомендують, щоб цей час не перевищував 15 хв.  

Зовнішні завади  (шуми, вібрації, яскраві спалахи світла і т.п.) також 

можуть викликати збої в роботі оператора чи інші його помилки.  

 Для зменшення перевантаження оператора рекомендується:  

•  видавати  йому  інформацію  з  деяким  випередженням  до  початку  

 виконання;  

•  скорочувати потік інформації до необхідного мінімуму, відокрем- 

 люючи менш важливу для її отримання по запиту;  

•  передбачати фільтрацію інформації, дозволяючи оператору відбира- 

 ти дані у відповідності з його можливостями та умовами праці;  

•  розробляти раціональну схему діяльності оператора;  

•  надавати можливість оператору використовувати для прийняття рі- 

 шення максимально можливий час, передбачаючи сигналізатори до- 

 пустимого часу;  

•  зберігати за бажанням оператора необхідну інформацію на деякий час.  

7.5.4. Ефективнiсть колективної дiяльностi  

В складних системах технiка обслуговується, як правило, групами операторiв, 

об’єднаних спiльною метою управлiння. Хоча в таких системах окремi оператори 

i окремi їх групи виконують певнi завдання, процес управлiння системою не 

можна розглядати як звичайну суму їх паралельної дiяльностi. Цей процес 

характеризується перш за все взаємозв’язком операторiв та їх взаємодiєю. 

Враховуючи це, виникає завдання вивчення не тiльки взаємодiї оператора з 

технiкою, але i взаємодiї мiж операторами та їх групами.  

Ефективнiсть складних систем та їх надiйнiсть суттєво залежать вiд 

узгодженостi  дiй  операторiв  i  груп.  В  дослiдженнi  групової  дiяльностi 

об’єднуються зусилля iнженерної i соцiальної психологiї.  

Пiд  групою  вважається  сукупнiсть  (спiльнiсть)  людей,  об’єднаних  в 

просторi i часi, якi спiльно вирiшують те чи iнше завдання i мають безпосереднi 

чи опосередкованi з допомогою технiки контакти.  

Залежно вiд складностi завдання та умов роботи може бути визначена  
оптимальна чисельнiсть групи, яка забезпечує найефективнiше виконання  
завдання. Ефективнiсть дiяльностi суттєво залежить не тiльки вiд чисель- 
ностi групи, але i вiд органiзацiї, розподiлу функцiй та взаємних зв’язкiв  

мiж її членами. Функцiональна структура групи залежно вiд вирiшуваних  
завдань та умов дiяльностi будується за принципом ланцюга, зiрки, кола,  
дерева чи сiтки.  

Провiдна   роль   в   груповiй   дiяльностi   операторiв   належить 
iнформацiйним  зв’язкам  мiж  членами  групи,  залежним  вiд  її  

функцiональної органiзацiї. При аналiзi групової дiяльностi перш за все:  
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•  оцiнюються iнформацiйнi зв’язки мiж операторами; 

•  виясняється  характер  зв’язкiв (одностороннiй  чи  двостороннiй 

зв’язок); 

•  встановлюється рiвень iєрархiї управлiння, який займає оператор, i  

 визначається частота обмiну iнформацiєю мiж членами групи;  

•  виявляється вiдповiднiсть комплексу технiчних засобiв вимогам оп- 

 тимальностi їх обслуговування операторами при вирiшеннi постав- 

 лених задач.  

Ефективнiсть групової дiяльностi залежить вiд знань, здiбностей, вмiнь i  

навикiв кожного члена. Разом з тим участь в груповiй дiяльностi збагачує  

знання кожного окремого працiвника, вдосконалює його здiбностi i навики.  

Ефективнiсть групової дiяльностi не можна прогнозувати, спираючись 

тiльки  на  iндивiдуальнi  психологiчнi  якостi  i  характеристики,  на  данi, 

отриманi при iзольованому дослiдженнi iндивiдуальної дiяльностi оператора. 

Для цього необхiдно вивчати поведiнку кожного з операторiв в процесi їх 

групової дiяльностi, дослiджувати поведiнку групи в цiлому при змiнi 

дiяльностi i змiнi взаємних зв’язкiв.  

Дослiдження  показують,  що  навiть  успiшне  вирiшення  завдання,  як  

правило,  супроводжується  неоднаковим  особистим  внеском  операторiв.  

Завжди можна вирiзнити людину, який направляє загальну стратегiю групи,  

в той час як iншi, не завжди навiть усвiдомлюючи це, пiдпорядковуються її  

керiвним дiям. При певних умовах кожен з операторiв може виступати в  

ролi лiдера.  

Соцiальна психологiя вивчає взаємовiдносини мiж членами групи, групову 

динамiку, проблему лiдера, психологiчну сумiснiсть членiв групи та iнш.  

 Групову  дiяльнiсть  операторiв  дослiджують,  використовуючи  апарат  

теорiї iгр, теорiї масового обслуговування, моделювання на ЕОМ.  

 Таким чином, тiльки на основi всестороннього вивчення групових фак- 

торiв в їх взаємозв’язку можна зробити обгрунтованi прогнози про 

ефективнiсть дiяльностi групи в тих чи iнших умовах.  

Етапи пiдготовки ергономiчної складової IС повиннi мiстити:  

•  данi про персонал i обладнання з врахуванням умов iнженерної пси- 
 хологiї;  
•  iнформацiю про кiлькiсть i квалiфiкацiю необхiдного персоналу;  
•  розробку методiв навчання персоналу;  
•  план навчань;  

•  збiр iнформацiї для навчально-тренувального обладнання;  
•  створення навчально-тренувального обладнання;  
•  технiчнi iнструкцiї i керiвництва;  
•  випробування i атестацiю персоналу.  

Все це дасть можливість значно підвищити ефективність ІС.  
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8. УПРАВЛІННЯ ЕФЕКТИВНІСТЮ ІС  

8.1. Методи підвищення надійності ІС  

Ефективність інформаційної системи в значній мірі залежить від рівня її 

надійності, в першу чергу від рівня її безвідмовності. Досвід експлуатації 

показує, що рівень надійності систем не завжди відповідає сучасним вимогам, 

тому дуже актуальною є проблема розробки методів, які б забезпечували 

необхідні рівні характеристик надійності системи. Надійність системи можна 

підвищити, використовуючи різні методи. При цьому щоразу слід вибирати 

придатний метод з врахуванняям вартості, вагових, габаритних та інших 

характеристик системи.  

Методи підвищення надійності можна класифікувати за сферою їх 

використання (рисунок 8.1).  
 
 

Методи 

 

 

 

Конструктивні 
 

- Cтворення надійних 

ел е ментів; 

-  Створення сприятливого  

 режиму роб о ти; 
-  Методи раціонального  
 прое к тування систем; 
-  Методи введення 

надлишковості: 

1)   нагрузочна, 

2)   параметрична, 
3)   функціональна, 

4)   резервування структури. -  

Методи захисту  елементів  

 від  руйнуючих факт о рів 

 

 

 

Виробничі 
 

- В досконалення  т ехн о лог ії; - А 
втоматизація виробництва ; -Т 

рен ування  е лементів і 

модулів  системи. 

 

 

 

Експлуаційні 

- Метод и  п опе реджен н я  відмов ,  

 основані   на прогноу ванні  

 момент і в  ї х  поя в и; 

- Метод и  п опе реджен н я  відмов ,  

 основані   нас татистич н их  даних  

 пр о  довгові чн і ст ь  е леме н тів;  

- П ідвищення  квалі ф ікац ії  

 обслу говуючо го персон а л у;  

-  Нау кові  методи  експлу а тації.  

 

 

Рис. 8.1. Класифікація методів підвищення надійності.  

При високiй якостi обслуговування експлуатацiйна надiйнiсть ІС може 

пiдвищуватись в порiвняннi з прогнозованою на етапi проектування i 

виробництва.  

Для пiдвищення надiйностi технiчних засобiв використовують такi основнi 

методи:  

•  резервування;  

•  зменшення iнтенсивностi вiдмов;  
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•  зменшення часу безвiдмовної роботи;  

•  зменшення середнього часу вiдновлення.  

Резервування є одним із ефективних способів підвищення надійності 

технічної складової системи, але завжди пов’язане із збільшенням її габаритів, 

маси, вартості.  

Розглянемо класифікацію методів резервування (таблиця 8.1)  

Таблиця 8.1.  

Класифікація методів резервування 

Ознака резервування 

 

За видом з’єднання основних і ре- 

зервних елементів 

 
 

За навантаженням резервних еле- 

ментів до їх включення 

 

За способом переключення основ- 

них і резервних елементів 

 

За наявністю відновлення елементів 

 

За використовуваними параметра- 

ми системи 

Метод резервування 

Загальне 

Окреме 

Змішане 

Зі змінною структурою (динамічне) 

Навантажене 

Недовантажене (полегшене) 

Ненавантажене 

Зі змінним навантаженням  

З ручним переключенням 

З напівавтоматичним переключенням З 

автоматичним переключенням  

Без відновлення 

З відновленням 

Інформаційне 

Структурне (апаратне, елементне) 

Функціональне 

Часове  

Головними видами резервування є:  

•  апаратне (елементне);  

•  функцiональне;  

•  часове;  

•  iнформацiйне.  

8.1.1. Апаратне резервування  

Розрiзняють два основних способи з’єднань елементiв в систему: 

послiдовне (основне) i паралельне (резервне).  

З’єднання елементiв називається послiдовним, якщо вiдмова хоча б одного 

елемента приводить до вiдмови всiєї системи.  

Система послiдовно з’єднаних елементiв працездатна тодi i тiльки тодi, коли 

працездатнi всi її елементи. Елементи такої системи називаються основними. 

Структурна схема системи з послiдовно з’єднаними елементами подана на 

рисунку 8.2.  
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Рис. 8.2. Послідовне з’єднання елементів.  

З’єднання елементiв в систему називається паралельним  (резервним), 
якщо вiдмова в системi наступає тiльки пiсля вiдмови всiх елементiв. Таким 
чином, системи з паралельним включенням елементiв володiють структурною  
надлишковiстю,  що  забезпечує  пiдвищення  надiйностi.  Спосiб 
пiдвищення надiйностi за рахунок введення структурної надлишковостi 

називається резервуванням.  
При правильному виборi способу резервування надiйнiсть, в загально- 

му, збiльшується, але при цьому збiльшуються зусилля на обслуговування,  
перевiрку i профiлактику, оскiльки потiк вiдмов елементiв збiльшується за  
рахунок збiльшення числа елементiв. Ввiд надлишковостi за рахунок дода- 

ткових функцiональних зв’язкiв збiльшує надiйнiсть, але цьому процесу  
протирiчить  процес  зменшення  надiйностi  за  рахунок  безпосереднього  
збiльшення об’єму апаратури. Тому необхiдне таке проектування, яке в ре- 
зультатi забезпечило б суттєве пiдвищення надiйностi всього виробу.  

В резервованiй системi розрiзняють основний елемент i резервнi елементи, 

якi пiдключенi паралельно основному i беруть на себе функцiї основного 

елемента в разi вiдмови (рисунок 8.3).  

 

1  

 

 

2  

 

 

j  

 

 

m  

Рис. 8.3. Паралельне (резервне) з’єднання елементів  

Основним параметром резервування є його кратнiсть m -вiдношення чи- 
сла резервних елементiв до числа основних. Кратнiсть резервування може  

бути цiлою i дробовою. Резервування називається загальним, якщо резерву- 
ється вся система. Наприклад, структурна схема системи з загальним резер- 
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вуванням, де резервується основна вiтка, що мiстить n елементiв подана на 
рисунку 8.4. Число резервних вiток m, кратнiсть резервування m.  

 

E10 E20 Ei0 En0 

 

 

E11 E21 Ei1 En1 

 

E1j E2j Eij Enj 

 

E1m E2m Eim Enm 

Рис. 8.4. Схема загального резервування  

Резервування  називається  поелементним,  якщо  резервуються  окремо 

елементи системи (рисунок 8.5). Поелементне резервування порiвняно з 

загальним має ряд переваг:  

•  дозволяє отримати вищу надiйнiсть;  

•  є можливiсть резервувати диференцiйовано  “слабi мiсця” шляхом  

 подальшого поділу пiдсистем;  

•  при застосуваннi невеликих додаткових апаратних    затрат можна  

 ввести iндикацiю вiдмов, що суттєво спрощує пошук несправностей.  

E10 E20 Ei0 En0 

 

 

E11 E21 Ei1 En1 

 

E1j E2j Eij Enj 

 

E1m E2m Eim Enm 

Рис. 8.5. Схема поелементного резервування  

Для  кожного  типу  апаратури  є  свiй  оптимальний  (з  точки  зору  

надiйностi)   рiвень   резервування.   Виграш   в   надiйностi   оцiнюється 

вiдношенням ймовiрностей вiдмов нерезервованої й резервованої апаратури.  

 Реальнi системи часто мають змiшану структуру з’єднання елементiв,  

тобто складаються з пiдсистем, що мiстять рiзну кiлькiсть послiдовних i 

паралельних елементiв.  
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За способом включення резервних елементiв розрiзняють постiйне 

резервування i резервування замiсництвом. При постiйному резервуваннi 

резервнi елементи пiдключаються до основних протягом всього часу роботи i 

знаходяться в однаковому з ними режимi. У випадку вiдмови одного елемента  

його  функцiї  продовжує  виконувати  iнший.  При  резервуваннi 

замiсництвом резервнi елементи пiдключаються на мiсце основного пiсля його 

вiдмови i приймають на себе його функцiї.  

Постiйне  резервування  iнакше  називають “гарячим”,  резервування 

замiсництвом  “холодним”. 

При  побудовi  схеми  резервування  необхiдно  також  враховувати  наступнi 

моменти:  

•  при постiйному резервуваннi резервний елемент витрачає свiй ресурс 

неперервно;  

•  пiдключення резервних елементiв може здiйснюватись вручну або 

автоматично;  

•  можливi рiзнi поєднання методiв резервування;  

•  рекомендується резервування замiсництвом застосовувати на рiвнi 

великих конструктивних одиниць (наприклад, на рiвнi блокiв) або систем, а 

постiйне резервування  на рiвнi елементiв i деталей.  

При включеннi резерву замiсництвом резервнi елементи до моменту  

включення їх в роботу можуть знаходитися в рiзних режимах: в режимi на- 

вантаженого резерву, коли умови роботи резервних елементiв спiвпадають  

з умовами роботи основних елементiв; в режимi ненавантаженого резерву,  

коли умови роботи резервних елементiв такi, що їх ресурси практично по- 

чинають використовуватись тiльки пiсля включення їх на мiсце основного.  

Можливий промiжний полегшений режим роботи резервних елементiв, ко- 

ли резервнi елементи знаходяться в станi недовантаження, при цьому їх ре- 

сурси в станi резерву витрачаються повiльнiше, нiж в станi роботи.  

Особливе значення для пiдвищення надiйностi передачi iнформацiї по 

каналах зв’язку i надiйностi обчислювальних комплексiв має резервування 

мажоритарне  (з використанням “голосування”). Цей спосiб оснований на 

використаннi додаткового елемента, який називається мажоритарний або 

логiчний, або кворум-елемент. Вiн дозволяє вести порiвняння сигналiв, якi 

поступають вiд елементiв, що виконують одну i ту ж функцiю.  

Резервування по принципу голосування  “два з трьох”   будь-якi два 

спiвпадаючi результати з трьох вважаються iстинними i проходять на вихiд 

пристрою. Можна використовувати спiввiдношення три з п’яти та iнш. 

Головною перевагою цього способу є забезпечення пiдвищення надiйностi 

при  будь-яких  видах  вiдмов  працюючих  елементiв  i  пiдвищення  

достовiрностi iнформацiйно-логiчних пристроїв.  
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За навантаженістю резервних елементів резервування поділяється на такі 

види:  

1. Навантажене резервування  коли резервний елемент знаходиться в 

тому ж режимі, що й основний елемент.  

2. Недовантажене резервування  коли резервний елемент знаходиться в 

менш навантаженому режимі, ніж основний елемент.  

3. Ненавантажене резервування  коли резервний елемент не несе 

навантаження (вимкнутий).  

4. Резервування із змінним навантаженням  коли резервний елемент у 

певні моменти часу може знаходитись в одному із заданих станів 

(навантаженому, полегшеному, ненавантаженому).  

Сучасні сервери підтримують можливість встановлення надлишкових  

або резервних пристроїв і автоматичної передачі повноважень справному  

пристрою від іншого, який відмовив. Надлишково можуть бути встановлені  

джерела живлень, вентилятори, мережеві адаптери, центральні процесори,  

жорсткі диски та інші компоненти. Для забезпечення неперервної роботи  

використовуються інтерфейси з можливістю заміни компонент без зупинки  

системи.  

Апаратна надлишковість суттєво підвищує вартість системи, проте 

ймовірність втрати даних та простоїв системи значно зменшується.  

8.1.2. Резервування функцiональне  

Функцiональне резервування  резервування, при якому задана функцiя  

може виконуватись рiзними способами i технiчними засобами. Наприклад,  

функцiя   передачi   iнформацiї   може   виконуватись   з   використанням  

радiоканалiв, телеграфу, телефону та iнших засобiв зв’язку. Функцiональне  

резервування призначене для пiдвищення функцiональної надiйностi.  

При використаннi функцiонального резервування ефективнiсть роботи в 

основному i резервних режимах, як правило, суттєво вiдрiзняється. Тому для 

оцiнки надiйностi системи з функцiональним резервуванням усередненi оцiнки  

безвiдмовностi  (середнє  напрацювання  на  вiдмову,  середнiй  коефiцiєнт   

готовностi,   ймовiрнiсть   безвiдмовного   стану)   стають   

малоiнформативними i не зовсiм придатними для використання. Найбiльш 

прийнятливi показники надiйностi в такому випадку  коефiцiєнт ефективностi 

i набiр показникiв технiчної надiйностi (P(t), T, Кг) для кожного iз можливих 

працездатних станiв системи.  

8.1.3. Часове резервування  

Часове резервування   таке планування роботи системи, при якому 

створюється резерв робочого часу для виконання заданих функцiй. Цей резерв 

може забезпечуватись рiзними способами.  
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Нехай  для  виконання  деякої  операцiї,  наприклад  для  передачi  

iнформацiї заданого об’єму, необхiдний час t. При плануваннi роботи на цю  

операцiю вiдводиться час (t+tр), де tр  резервний час. Резервний час може  

бути використаний або для повторення передачi iнформацiї, або для усу- 

нення  несправностi  апаратури.  Введення  tр  дозволяє  пiдвищити  до- 

стовiрнiсть  роботи  i  знижує  кiлькiсть  вiдмов,  враховуваних  при  оцiнцi  

надiйностi.  

Апаратура передачi i прийому iнформацiї може знаходитись в режимi 

неперервної  готовностi,  але  iнформацiю  передає  i  приймає  на  великих 

iнтервалах часу перiодично. В цьому випадку виникають iнтервали часу, на 

яких вiдмови апаратури не приводять до вiдмови функцiонування системи. 

Таким чином, створюється своєрiдний резерв часу. Вiн може бути використаний 

для усунення несправностей. Вiдмови, якi виникли на iнтервалi цього резервного 

часу, не враховуються при оцiнцi надiйностi.  

8.1.4. Iнформацiйне резервування  

Інформацiйне резервування  (надлишковiсть)  введення надлишкових  

iнформацiйних символiв при передачi, обробцi i вiдтвореннi iнформацiї.  

Наприклад, зображення цифр з допомогою деяких комбiнацiй лiнiй iз зага- 

льного числа семи можливих. Деякi з цих цифр можуть бути вiдтворенi при  

зниканнi однiєї з лiнiй (наприклад, 1,2,4), а значення цифри сприйняте без  

спотворення. Значення iнших цифр  (наприклад,  8,6) спотворюється при  

одиничнiй вiдмовi. Тому можна стверджувати, що при зображеннi цифр  

1,2,4 в даному випадку має мiсце iнформацiйна надлишковiсть  (резерву- 

вання), що дозволяє пiдвищити надiйнiсть у вiдтвореннi iнформацiї.  

До категорiї iнформацiйної надлишковостi вiдноситься також кодування 

iнформацiї з використанням додаткових розрядiв, якi дозволяють виявити i 

навiть усунути помилки в передачi iнформацiї (коректуючi коди).  

8.2. Організація інформаційного фонду об’єкта управління  

8.2.1. Iнформацiйна складова ефективності ІС  

Iнформацiя  сукупнiсть чи набiр даних, що використовуються з певною  

метою.  Поняття  iнформацiї  звичайно  передбачає  наявнiсть  двох об’єктiв 

 джерела i користувача.  

Iнформацiйне забезпечення (IЗ) IС  сукупнiсть реалiзованих рiшень по  

об’єктах, розмiщенню i формах органiзацiї iнформацiї, що циркулює в ав- 

томатизованiй системi при її функцiонуваннi. Тобто, IЗ  це сукупнiсть да- 

них про економiчний об’єкт, способи їх представлення, зберiгання i пере- 

творення.  

Потоком iнформацiї називається органiзований в межах iнформацiйної  

системи рух даних в певному напрямку при наявностi загального джерела i  
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загального приймача. Вивчення iнформацiйного потоку дозволяє будувати  

iнформацiйну модель системи i аналiзувати шлях формування та зв’язку  

вхiдних i вихiдних масивiв, структуру iнформацiйних зв’язкiв в системi.  

Основне призначення IЗ  вчасно видавати системi управлiння, зокрема,  

особам, що приймають рiшення, достовiрну iнформацiю, необхiдну i доста- 

тню для прийняття оптимальних чи близьких до них управлiнських рiшень.  

IС має справу не з самим об’єктом, а з iнформацiєю про нього. Тому ос- 

новна функцiя IЗ полягає у створеннi i веденнi динамiчної iнформацiйної  

моделi об’єкту, яка в кожен момент часу мiстить данi, якi вiдповiдають фа- 

ктичним значенням параметрiв з мiнiмально допустимою затримкою в часi.  

Цi данi повиннi видаватися кожному користувачу, якому вони необхiднi  

для прийняття рiшень. Вiдповiднiсть даних фактичним значенням пара- 

метрiв з заданою точнiстю є важливою характеристикою IЗ. Для його ре- 

алiзацiї  застосовують  спецiальнi  методи  контролю  i  забезпечення  до- 

стовiрностi.  

IЗ включає в себе:  

•  нормативно-довiдкову iнформацiю;  

•  необхiднi класифiкатори технiко-економiчної iнформацiї;  

•  масиви даних, необхiдних для розв’язку задач;  

•  унiфiкованi документи.  

Всю сукупнiсть процесiв обробки iнформацiї можна роздiлити на три 

види:  

•  збiр, накопичення, зберiгання i поновлення даних;  

•  логiчне й аналiтичне перетворення;  

•  видача користувачам результуючої iнформацiї.  

Розгляд кожного з цих процесiв дозволив сформулювати вимоги до 

проектування систем iнформацiйного забезпечення з точки зору оптимального 

формування, рацiональної обробки i комплексного використання в системi. 

Такими вимогами є:  

1) повнота  здатнiсть iнформацiйного масиву   вiдображати стан 

економiчного об’єкту за всiма необхiдними для управлiння параметрами;  

2)  ненадлишковiсть    побудова  масиву  мiнiмальної  довжини,  але  з 

ознакою повноти;  

3) достовiрнiсть  вiдповiднiсть вхiдних i нормативно-довiдкових даних 

реально протiкаючим процесам, забезпечення необхiдної точностi 

результуючої iнформацiї;  

4) своєчаснiсть  здатнiсть проводити збiр i обробку вхiдної iнформацiї i 

видачу результуючих   даних у встановлені термiни, зумовленi режимом 

функцiонування об’єкту управлiння.  
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8.2.2. Класифiкацiя i аналiз помилок в економiчнiй  iнформацiї  

Помилки виникають на будь-якому етапi функцiонування автоматизованої 

інформаційної системи. Їх можна роздiлити на двi групи:  

1) помилки персоналу IС, зумовленi психофiзiологiчними можливостя- 

ми людини, об’єктивними причинами  (недосконалiстю моделей подання  

iнформацiї,   недостатньою   квалiфiкацiєю   персоналу,   недосконалiстю  

технiчних   засобiв   тощо)   i   суб’єктивними   причинами (недбалiстю,  

безвiдповiдальнiстю   деяких   користувачiв,   навмисним   спотворенням 

iнформацiї, поганою органiзацiєю працi тощо);  

2)   помилки,  викликанi  несправнiстю  технiчних  засобiв  системи 

(пов’язанi з несправнiстю обладнання, невiдповiднiстю його до технiчних 

норм, порушенням необхiдних умов роботи технiчних засобiв i зберiгання 

машинних носiїв iнформацiї, з фiзичним зношуванням елементiв i вузлiв 

технiчних засобiв, рiзного роду завадами тощо).  

Iнколи виявляють помилки на входi даних, тобто помилки, якi виникають у 

зовнiшньому середовищi, поза системою, що розглядається, i поступають в неї 

у складi вхiдних даних.  

Знаючи джерело помилок, частоту їх повторення, можна передбачити 

методи боротьби з ними.  

Методи контролю орфографiчних помилок основанi на введеннi 

надлишковостi у вхiдне повiдомлення. Надлишковiсть може вводитись у 

виглядi надлишкового розряду.  

Є три основнi способи побудови надлишкових кодiв:  

•  використання ознак дiлення числа на деяку наперед задану (вибра- 

 ну) основу N;  

•  заборона використання деякої частини реквiзитiв;  

•  заборона  використання  деякої  сукупностi  символiв  при  побудовi  

 реквiзиту.  

Використання надлишкового коду для контролю достовiрностi передачi 

iнформацiї можна спрощено представити наступним чином. Джерело передає по 

каналу iнформацiю, яка складається iз смислової частини i однієї чи кiлькох 

надлишкових ознак, зв’язаних певним чином з iнформацiйними знаками. 

Приймач iнформацiї здiйснює перевiрку наявностi даного зв’язку. Якщо 

достовiрнiсть iнформацiї при передачi порушена, то залежнiсть теж 

порушується, що i є ознакою наявностi помилки.  

Методи контролю при обробцi iнформацiї класифiкують за рiзними 

параметрами:  

•  за кiлькiстю основних операцiй, охоплених контролем:  

1) одиничний (одна операцiя);  

2) груповий (група послiдовних операцiй);  

3) комплексний (контроль якогось етапу обробки даних);  

86  



 

 

• за частотою контролю: 

1) неперервний;  

2) циклiчний;  

3) перiодичний;  

4) разовий;  

5) вибiрковий;  

6) по вiдхиленнях;  

• за часом контролю:  

1) до виконання основних операцiй;  

2) одночасно з ними;  

3) в промiжках мiж основними операцiями;  

4) пiсля основних операцiй;  

• за видом обладнання контролю: 

1) вбудований; 

2) контроль з допомогою додаткових технiчних засобiв; 

3) безапаратний; 

• за рiвнем автоматизацiї: 

1) ручний; 

2) автоматизований;  

3) автоматичний.  

8.2.3. Оцiнка достовiрностi iнформацiї  

Пiд достовiрнiстю iнформацiї розумiють деяку функцiю ймовiрностi по- 

милки, тобто подiї, яка полягає в тому, що реальна iнформацiя в системi про  

деякий параметр не спiвпадає в межах заданої точностi з iстинним значенням.  

Необхiдна достовiрнiсть досягається використанням рiзних методiв, ре- 

алiзацiя яких вимагає вводу в системи обробки даних iнформацiйної, часової  

або структурної надлишковостi. Достовiрнiсть при обробцi даних досягаєть- 

ся шляхом контролю i виявлення помилок у вхiдних i вихiдних даних, їх ло- 

калiзацiї та виправлення. Умова пiдвищення достовiрностi  зниження част- 

ки помилок до допустимого рiвня. В конкретних АIС потрiбна достовiрнiсть  

повинна встановлюватись з врахуванням небажаних наслiдкiв, до яких може  

привести помилка, i тих затрат, якi необхiднi для її попередження.  

Важливим етапом вибору i розробки методiв i механiзмiв забезпечення 

достовiрностi iнформацiї є аналiз процесiв її обробки. В ходi аналiзу 

вивчають структуру обробки даних, будують моделi виникнення помилок i їх 

взаємодiї, розраховують ймовiрностi виникнення, виявлення та виправлення 

помилок для рiзних варiантiв структур обробки даних i використання 

механiзмiв забезпечення потрiбного рiвня достовiрностi.  

До  методів  пiдвищення  достовiрностi  належать  системнi,  програмнi, 

апаратнi методи та захист iнформацiї.  
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Системнi методи включають:  

•  оптимiзацiю структури обробки даних;  

•  пiдтримку характеристик обладнання в заданих межах;  

•  пiдвищення культури обробки інформації;  

•  навчання i стимулювання персоналу;  

•  створення оптимального числа копiй i (або) передiсторiй програм,  

 вхiдних i поточних даних;  

•  визначення оптимальної величини пакетiв даних i швидкостi пер- 

 винної обробки, процедур доступу до масивiв та iнш.  

Програмнi методи пiдвищення достовiрностi обробки iнформацiї полягають 

в тому, що при складаннi процедур обробки даних в них передбачають 

додатковi операцiї, якi мають математичний чи логiчний зв’язок з алгоритмом 

обробки даних. Порiвняння результатiв цих додаткових операцiй з  

результатами  обробки  даних  дає  можливiсть  виявити  з  певною  

ймовiрнiстю наявнiсть чи вiдсутнiсть помилок.  

Апаратнi методи контролю i виявлення помилок можуть виконувати практично 

тi ж функцiї, що й програмнi. Апаратними методами виявляють помилки ближче 

до мiсця їх виникнення i недоступнi для програмних методiв.  

Всi методи контролю даних базуються на використаннi певної 

надлишковостi.  

Резервування iнформацiйних масивiв, основане на iнформацiйнiй 

надлишковостi, є ефективним методом пiдвищення достовiрностi iнформацiї i 

зменшення  ймовiрностi  втрат  вiд  її  руйнування.  Пiд  руйнуванням 

iнформацiйного масиву вважається подiя, яка приводить до неможливостi її 

дальшого використання внаслiдок появи помилкових даних чи виходу з ладу 

фiзичного носiя iнформацiї.  

Iснує три методи резервування iнформацiйних масивiв:  

1) використовується деяка   кiлькiсть копiй iнформацiйних масивiв. Якщо 

основний масив зруйновано, то використовується перша його копiя, якщо вона 

зруйнувалась, то друга i т.д.;  

2) використовуються особливостi органiзацiї поновлення масивiв поточних  

даних,  тобто  в  якостi  копiй  поточного  масиву  служать  його  передiсторiї 

(попереднi масиви i масиви змiн);  

3) змiшаний метод, тобто для поточного масиву створюються його копiї i 

зберiгається задане число передiсторiй (спочатку використовуються копiї, а у 

випадку їх руйнування масив вiдновлюється з передiсторiї).  

Основними характеристиками методiв резервування є:  

•  ймовiрнiсть успiшного поновлення (використання) iнформацiйного  

 масиву Р;  

•  ймовiрнiсть  руйнування  основного  масиву,  його  копiй  та  пе- 

 редiсторiй (1-Р);  

88  



 

 

•  середнiй час розв’язку задачi (поновлення) при умовi успiшного її  

 рiшення;  

•  середнiй час до руйнування масиву i його копiй;  

•  середнiй  час  розв’язку  задачi  незалежно  вiд  того,  успiшно  вона  

 розв’язана чи нi;  

•  коефiцiєнт готовностi системи обробки даних;  

•  середнi експлуатацiйнi затрати системи в фiксованому iнтервалi часу  

 функцiонування системи.  

Резервування даних - це процедура створення копії даних на випадок 

виходу з ладу основного носія. Розрізняють:  

•  безпосереднє   (online) резервування;  

•  майже безпосереднє (nearline) резервування;  

•  відкладене (offline) резервування.  

Безпосереднє резервування передбачає створення дзеркальної копії 

основних накопичувачів. Метод характеризується високою швидкодією, проте 

вартість таких систем висока, а дисковий простір використовується 

неефективно, оскільки одна половина його є повною копією іншої.  

При майже безпосередньому резервуванні резервний накопичувач не є 

постійно доступним системі, проте він може бути швидко приведений в 

робочий стан. Цей метод дозволяє швидко створювати надійні копії, дає 

можливість зберігати великі об’єми інформації, проте носії для такого 

резервування є дорогими.  

Відкладене резервування є найбільш поширеним, оскільки легко реалі- 

зується і має оптимальне співвідношення   вартість/ефективність. Метод пе- 

редбачає стиснення копій даних і характеризується низькою швидкодією.  

Використання рiзних пiдходiв до резервування інформаційних масивів в 

мережах ЕОМ має ряд особливостей, що враховують топологiю мережi, 

надiйнiсть i вартiсть використання каналiв зв’язку та ЕОМ мережi, затримку 

повiдомлень та iнш.  

8.2.4. Вибір режиму оброблення інформації в ІС  

Режими роботи ЕОМ визначають залежно від можливостей доступу 

користувача до машинних ресурсів й особливостей організації програмного та 

технічного забезпечення. Розрізняють такі режими оброблення інформації в 

АІС: пакетний, телеоброблення, інтерактивний або діалоговий, реального часу, 

розподілу часу.  

При пакетному режимі користувач не має доступу до машинних ресурсів. 

Його використовують при централізованому обробленні інформації. У 

пакетному режимі розв’язують регламентні задачі, в яких відомо періодичність 

їх розв’язання і термін, до якого необхідно подати результат.  
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Підготовлені задачі передають персоналу, який обслуговує ЕОМ, і за пе- 

вними принципами та характеристиками підбирають в пакет задач. У пакет- 

ному режимі ЕОМ обробляє вхідний потік задач як в однопрограмному, так і  

в мультипрограмному режимах. Задачі, що формують пакет, можуть мати рі- 

зні пріоритети - статичні та динамічні. Перші надаються задачам заздале- 

гідь, другі визначаються керуючими програмами в ході розв’язування задач.  

Режим пакетного оброблення інформації передбачає введення всієї необ- 

хідної інформації  (програм, даних) в обчислювальну систему до початку  

розв’язування задачі й оброблення інформації згідно із заданим алгоритмом  

перетворення. Одночасно відповідно до технології оброблення інформації  

здійснюють контроль і корекцію даних, формування вихідних файлів даних.  

Після видачі інформації користувачеві виконують генерацію та редагування 

даних, їх виведення на друк, машинні носії інформації, лінії зв’язку.  

 При  формуванні  вихідних  масивів  використовують  інформацію,  що  

зберігається в БД. Після виконання відповідних розрахунків БД поповнюють 

даними або коректують, якщо це передбачено технологією.  

 Основна мета пакетного режиму оброблення інформації - мінімізувати  

час розв’язання заданого потоку задач завдяки безперервному їх обробленню.  

 Режим телеоброблення інформації застосовують при необхідності опе- 

ративної взаємодії користувача з ЕОМ у процесі оброблення інформації, що 

надходить від віддалених абонентів. У цьому режимі користувач дістає 

безпосередній доступ до машинних ресурсів.  

8.3. Безпека інформаційних систем  

Захист iнформацiї в ІС пов’язаний iз збiльшенням об’ємiв даних, до  
яких одночасно звертається для розв’язку рiзних завдань велика кiлькiсть  
користувачiв. Це приводить до вразливостi iнформацiї, тобто можливості її  

несанкцiонованого використання, спотворення чи знищення внаслiдок до- 
ступу   користувачiв,   якi   не   мають   спецiальних   повноважень,   до  
конфiденцiйних даних. Для зменшення ймовiрностi несанкцiонованого ви- 
користання iнформацiї розробляють спецiальнi механiзми її захисту.  

Iснуючi методи i механiзми захисту включають в себе процедурнi, 

програмнi i апаратнi способи органiзацiї захисту.  

Процедурнi методи захисту забезпечують доступ до даних тiльки тим ко- 

ристувачам, якi мають вiдповiдний дозвiл. Реалiзацiя процедурних методiв за- 
хисту забезпечується встановленням паролiв, грифiв секретностi даних, ство- 
ренням  органiзацiйних  i  фiзичних  обмежень  (вахтери,  охорона  i  т.д.),  а  
пiдвищення  їх  ефективностi досягається  шляхом  вiдповiдного  навчання  i  

пiдвищення рiвня вiдповiдальностi персоналу. Вiдповiдальнiсть за порушення  
безпеки даних при цьому покладається на особи, в обов’язки яких входить:  

•  управлiння доступом до даних;  

•  облiк спроб несанкцiонованого доступу до захищених даних;  
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•  реєстрацiя осiб, якi мають копiї даних обмеженого використання;  

•  аналiз функцiонування системи захисту i пiдвищення якостi її роботи;  

•  аналiз наслiдкiв, викликаних “зламом” системи захисту.  

Процедурнi методи захисту використовують в основному на етапах 

первинної обробки даних i видачi результатiв обробки користувачам.  

 Програмнi i апаратнi методи захисту використовують на етапi обробки  

даних на ЕОМ. Вони забезпечують:  

•  обслуговування “законних” користувачiв;  

•  доступ до об’єктiв захисту у вiдповiдностi з встановленими правами  

 i правилами;  

•  можливiсть змiни (модифiкацiї) правил взаємодiї мiж користувачами  

 i об’єктами захисту;  

•  можливiсть отримання iнформацiї про безпеку об’єктiв захисту.  

У всiх випадках вводу методiв захисту повиннi бути розробленi 

органiзацiйнi  заходи,  якi  передбачають  функцiонування  захисту,  зокрема 

зберiгання i замiну паролiв (“захист захисту”). В постановках задач синтезу 

систем захисту в якостi обмежуючих факторiв i показникiв ефективностi 

захисту виступають вартiснi i часовi затрати на розробку i експлуатацiю 

методiв захисту, втрати вiд зламування системи захисту, ймовiрнiсть i 

середнiй час несанкцiонованого доступу до об’єктiв захисту.  

Приступаючи до створення системи захисту, необхідно пам’ятати:  

•    вартість захисту не повинна перевищувати вартості інформації, що 

захищається, або суми збитків, до яких може привести несанкціонований 

доступ до неї;  

•    вартість подолання зловмисником встановленого захисту повинна  

перевищувати вартість інформації, що захищається, або суму збитків.  

 Рівень захисту залежить і від наявності кваліфікованого персоналу, який  

зможе  надалі  підтримувати  в  робочому  стані  встановлене  програмно- 

апаратне забезпечення. Чим складніша система захисту, тим більше ресур- 

сів (людей, часу, грошей) вона вимагає для свого обслуговування.  

 Сама собою система безпеки інформаційної системи не приносить при- 

бутку, проте її відсутність може бути причиною великих збитків (напри- 

клад, втрата конфіденційності внаслідок несанкціонованого доступу до ін- 

формації, втрата даних внаслідок спотворення або знищення файлів).  

 Визначаючи загрози, від яких буде створюватись захист, необхідно бра- 

ти до уваги і затрати на його реалізацію. Серед них, наприклад, матеріальні  

затрати на придбання обладнання та програмного забезпечення, затрати на  

шифрування та дешифрування. Витрати на захист від кожної загрози мають  

бути адекватними можливим наслідкам цієї загрози з врахуванням ймовір- 

ності їх появи.  
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Вартість засобів захисту від певного виду загроз не повинна перевищувати 

втрат, до яких може спричинити ця загроза, в тому числі і втрат на 

відновлення інформаційної системи.  

На нинішній час захист інформації - розвинута галузь науки і техніки, що 

пропонує на ринку широкий спектр різноманітних засобів для захисту даних. 

Проте жоден з них окремо взятий не в змозі гарантувати адекватну безпеку 

інформаційної системи. Надійний захист можливий лише за умови проведення 

комплексу взаємодоповнюючих компонентів, а саме:  

•  нормативно-правові засоби;  

•  адміністративні заходи;  

•  спеціальне обладнання та програмне забезпечення.  

Можна виділити чотири етапи побудови політики безпеки інформаційних 

систем:  

•    реєстрація всіх ресурсів, які повинні бути захищені;  

•    аналіз та створення списків можливих загроз для кожного ресурсу;  

•    оцінка ймовірності появи кожної загрози;  

•    прийняття рішень, які дозволять економічно ефективно захистити  

 інформаційну систему.  

Сукупність адміністративних заходів та вибір спеціального обладнання  

і програмного забезпечення повинні здійснюватись для конкретної інфор- 

маційної системи. Безпеку інформаційної системи не можна купити, її тре- 

ба постійно підтримувати: контролювати, модернізувати та оновлювати.  
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Додаток А  

Таблиця значень функції y = e − x 

x y x y x y x y 

0,00 1,000 0,40 0,670 0,80 0,449 3,00 0,050 

0,01 0,990 0,41 0,664 0,81 0,445 3,10 0,045 

0,02 0,980 0,42 0,657 0,82 0,440 3,20 0,041 

0,03 0,970 0,43 0,650 0,83 0,436 3,30 0,037 

0,04 0,961 0,44 0,644 0,84 0,432 3,40 0,033 

0,05 0,951 0,45 0,638 0,85 0,427 3,50 0,030 

0,06 0,942 0,46 0,631 0,86 0,423 3,60 0,027 

0,07 0,932 0,47 0,625 0,87 0,419 3,70 0,025 

0,08 0,923 0,48 0,619 0,88 0,415 3,80 0,022 

0,09 0,914 0,49 0,613 0,89 0,411 3,90 0,020 

0,10 0,905 0,50 0,606 0,90 0,407 4,00 0,0183 

0,11 0,896 0,51 0,600 0,91 0,403 4,10 0,0166 

0,12 0,887 0,52 0,595 0,92 0,399 4,20 0,0150 

0,13 0,878 0,53 0,589 0,93 0,395 4,30 0,0136 

0,14 0,869 0,54 0,583 0,94 0,391 4,40 0,0123 

0,15 0,861 0,55 0,577 0,95 0,387 4,50 0,0111 

0,16 0,852 0,56 0,571 0,96 0,383 4,60 0,0101 

0,17 0,844 0,57 0,565 0,97 0,379 4,70 0,0091 

0,18 0,835 0,58 0,560 0,98 0,375 4,80 0,0082 

0,19 0,827 0,59 0,554 0,99 0,372 4,90 0,0074 

0,20 0,819 0,60 0,549 1,00 0,368 5,00 0,0067 

0,21 0,811 0,61 0,543 1,10 0,333 5,10 0,0061 

0,22 0,803 0,62 0,538 1,20 0,302 5,20 0,0055 

0,23 0,795 0,63 0,533 1,30 0,273 5,30 0,0050 

0,24 0,787 0,64 0,527 1,40 0,247 5,40 0,0045 

0,25 0,779 0,65 0,522 1,50 0,223 5,50 0,0041 

0,26 0,771 0,66 0,517 1,60 0,202 5,60 0,0037 

0,27 0,763 0,67 0,512 1,70 0,183 5,70 0,0033 

0,28 0,756 0,68 0,507 1,80 0,165 5,80 0,0030 

0,29 0,748 0,69 0,502 1,90 0,150 5,90 0,0027 

0,30 0,741 0,70 0,497 2,00 0,135 6,00 0,0025 

0,31 0,733 0,71 0,492 2,10 0,122 6,10 0,0022 

0,32 0,726 0,72 0,487 2,20 0,111 6,20 0,0020 

0,33 0,719 0,73 0,482 2,30 0,100 6,30 0,0018 

0,34 0,712 0,74 0,477 2,40 0,091 6,40 0,0017 

0,35 0,705 0,75 0,472 2,50 0,082 6,50 0,0015 

0,36 0,698 0,76 0,468 2,60 0,074 6,60 0,0014 

0,37 0,692 0,77 0,463 2,70 0,067 6,70 0,0012 

0,38 0,684 0,78 0,458 2,80 0,061 6,80 0,0011 

0,39 0,677 0,79 0,454 2,90 0,055 6,90 0,0010 

0,40 0,670 0,80 0,449 3,00 0,050 7,00 0,0009 
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Додаток Б 

ГЛОСАРІЙ 

Інформаційна система (ІС) - система, що організує пам’ять і 

маніпулювання інформацією про проблемну сферу.  

Ефективність ІС - загальна властивість системи, що характеризує рівень 

(ступінь) її пристосованості до виконання поставлених задач.  

Інформаційна технологія (ІТ) - методи оброблення інформації та 

організаційно-управлінські концепції її формування і споживання, а також 

сукупність усіх видів інформаційної техніки; єдність процедур щодо збирання, 

накопичення, зберігання, оброблення та передачі даних із застосуванням 

вибраного комплексу технічних засобів.  

Структура ІС - характеристика внутрішнього стану системи, опис 

постійних зв’язків між її елементами.  

Функціональна структура ІС - структура, елементами якої є підсистеми 

(компоненти), функції ІС або її частини, а зв’язки між елементами - 

це потоки інформації, що циркулює між ними при функціонуванні ІС.  

Технічна структура ІС  - структура, елементами якої є обладнання 

комплексу технічних засобів ІС, а зв’язки між елементами відбивають 

інформаційний обмін.  

Організаційна структура ІС - структура, елеметами якої є колективи 

людей та окремі виконавці, а зв’язки   між елементами - інформаційні, 

субпідрядності і взаємодії.  

Документальна структура ІС - структура, елеметами якої є неподільні 

складові і документи ІС, а зв’язки між елементами - взаємодії, вхідності і 

субпідрядності.  

Алгоритмічна структура ІС - алгоритми, зв’язки між якими реалізуються 

за допомогою інформаційних масивів.  

Програмна структура ІС - елементами структури є програмні модулі, 

зв’язки між якими реалізуються у вигляді інформаційних масивів.  

 Інформаційна структура ІС - структура, елементами якої є форми іс- 

нування і подання інформації у системі, а зв’язки між ними - операції 

перетворення  інформації в системі.  

Економічна інформація - сукупність відомостей (даних), які відбивають 

стан або визначають напрям змін і розвитку народного господарства та його 

ланок.  

Функція ІС - сукупність дій інформаційної системи, яка спрямована на 

досягнення зазначеної мети.  
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Компонент (підсистема) ІС - частина ІС, що виділена за зазначеною 

ознакою або сукупністю ознак і розглядається як одне ціле.  

 Організаційне забезпечення ІС - сукупність документів, що описують  

технологію функціонування ІС, методи вибору і застосування користувачами 

технологічних прийомів для одержання конкретних результатів при 

функціонуванні ІС.  

Інформаційне забезпечення ІС - сукупність інформації, інформаційних 

ресурсів, засобів та методів ведення усієї інформаційної бази - об’єкта 

управління.  

Технічне забезпечення ІС - сукупність усіх технічних засобів, 

використовуваних при функціонуванні комп’ютерної ІС.  

Математичне забезпечення ІС  - сукупність математичних методів, 

моделей і алгоритмів розв’язування задач, які застосовуються в ІС.  

 Програмне забезпечення ІС - сукупність програм на носіях даних і  

програмних документів, які призначені для налагодження, функціонування і 

перевірки працездатності ІС.  

Лінгвістичне забезпечення ІС - сукупність засобів і правил для 

формалізації природної мови, які використовуються при спілкуванні 

користувачів та експлуатаційного персоналу ІС з комплексом засобів 

автоматизації при функціонуванні ІС.  

Правове забезпечення ІС - сукупність правових норм, які 

регламентують правові відносини при функціонуванні ІС та юридичний 

статус результатів такого функціонування.  

Методичне забезпечення ІС  - сукупність документів, які описують 

технологію функціонування ІС, методи вибору і застосування користувачами 

технологічних прийомів для одержання конкретних результатів при 

функціонуванні ІС.  

Ергономічне забезпечення ІС - сукупність засобів і методів, які 

створюють найсприятливіші умови праці людини в ІС, умови для взаємодії 

людини і ЕОМ. (Сукупність реалізованих рішень в ІС по узгодженню 

психологічних, психофізіологічних, антропометричних, фізіологічних 

характеристик і можливостей користувачів ІС з технічними характеристиками 

комплексу засобів автоматизації ІС та параметрами робочого середовища на 

робочих місцях персоналу ІС).  

АРМ в інформаційній системі - програмно-технічний комплекс, 

призначений для автоматизації діяльності зазначеного виду.  

 Автоматизація розрахунків - людино-машинне розв’язування еконо- 

мічних задач.  

Показник ефективності ІС - міра або характеристика для оцінки 

ефективності ІС.  
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Інформаційна база - сукупність впорядкованої інформації, яка 

використовується при функціонуванні ІС.  

Автоматизована система (АС) - система, яка складається з персоналу і 

комплексу засобів автоматизації його діяльності та реалізує інформаційну 

технологію виконання установлених функцій.  

Сумісність АС - комплексна властивість двох чи більше АС, яка 

характеризує їх здатність взаємодіяти при функціонуванні.  

Життєвий цикл АС - сукупність взаємозв’язаних процесів створення і  

послідовної зміни стану АС від формування початкових вимог до неї до за- 

кінчення експлуатації та утилізації комплексу засобів автоматизації АС.  

Завадостійкість АС - властивість АС, яка характеризується здатністю 

виконувати свої функції в умовах впливу завад, зокрема від електромагнітних 

полів.  

Живучість АС - властивість АС, яка характеризується здатністю 

виконувати встановлений об’єм функцій в умовах впливу зовнішнього 

середовища та відмов компонентів системи в заданих межах.  

Надійність АС  комплексна властивість АС зберігати в часі у 

встановлених межах значення всіх параметрів, характеризуючих здатність АС 

виконувати свої функції в заданих режимах та умовах експлуатації.  

Адаптивність АС  - здатність АС змінюватись для збереження своїх 

експлуатаційних показників в заданих межах при змінах зовнішнього 

середовища.  

Супровід ІС - діяльність по наданню послуг, необхідних для забезпечення 

стійкого функціонування чи розвитку системи.  

Політика безпеки  формальний виклад правил, яких повинні 

дотримуватися особи, що одержують доступ до корпоративних технологій та 

інформації.  

Інформатизація  сукупність взаємопов’язаних, правових, політичних, 

соціально-економічних,  науково-технічних  та  виробничих  процесів,  які 

спрямовані на задоволення інформаційних потреб окремих громадян і 

суспільства в цілому і які використовують для цього сучасні інформаційні 

технології і автоматизовані інформаційні системи.  
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