ЕКОНОМЕТРИЧНІ МОДЕЛІ 
НА ОСНОВІ СИСТЕМИ СТРУКТУРНИХ РІВНЯНЬ
 1. Системи одночасних 
структурних рівнянь

Наявність прямих і зворотних зв’язків між економічними показниками вимагає побудови економетричної моделі на основі системи рівнянь.

(Приклад  1. Нехай треба побудувати економетричну модель, яка характеризує залежність між обсягом валового національного продукту від виробничих ресурсів: основних виробничих фондів, робочої сили і матеріальних ресурсів. У такому разі доцільно будувати економетричну модель на основі системи одночас​них структурних рівнянь:
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де 
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X

— випуск продукції; 
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Y

— валовий національний продукт; 
[image: image6.wmf]t

F

 — основні виробничі фонди; 
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L

— робоча сила; 
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M

— матеріальні ресурси; 
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— період часу.

Запишемо два перших рівняння аналітично:
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де 
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 — параметри моделі, 
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, 
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 — залишки.

Отже, економетрична модель складається з трьох одночасних рівнянь, два перших є регресійними, а третє — тотожність. Оскільки вони описують економічні процеси, які відбуваються одночасно, то всі ці рівняння повинні мати спільний розв’язок.

(Приклад  2. Нехай потрібно визначити залежність між заробітною платою і продуктивністю праці на підприємстві.

Такий взаємозв’язок можна визначити на основі економетрич​ної моделі, яка також описується системою одночасних структур​них рівнянь:

Y1 = f (Y2, X1, X2, X3, u1),

Y2 = f (Y1, X1, X2, X4, X5, u2),

де Y1 — заробітна плата; Y2 — продуктивність праці; X1 — рівень кваліфікації працюючих; X2 — стаж працюючих; X3 — форма оплати праці; X4 — фондовіддача; X5 — плинність робочої сили; u1, u2 — залишки, відповідно, в першому та другому рівняннях моделі.

Ця економетрична модель містить два регресійні рівняння.

Економетрична модель, яка наведена в прикладі  1, застосовується для кількісного вимірювання взаємозв’язку на макрорівні, а модель, що наведена в прикладі  2, — на мікрорівні. Згадані моделі є найпростішими, бо в них відсутні лагові змінні. 

Повернемося до системи рівнянь економетричної моделі, яка наведена в прикладі  1. У перше рівняння цієї моделі доцільно ввести лагову змінну 
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, бо обсяг виробництва продукції в період t залежить від виробництва в попередній період (t – 1). Звідси модель запишеться так:
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А це означає, що залишки 
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 в першому рівнянні будуть залежними від Хt. Така залежність вимагає застосування методів оцінки параметрів моделі, які забезпечили б їх незміщеність за наявності кореляції між 
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Узагальнюючи моделі наведених раніше прикладів, можна сказати, що економетрична модель містить сукупність рівнянь, які описують зв’язки між економічними показниками. Взаємозв’язки між змінними можуть мати стохастичний і детермінований характер. Стохастичні зв’язки реалізуються з деяким рівнем імовірності і описуються регресійними рівняннями. Детерміновані співвідношення виражаються тотожностями і не містять випадкових величин.

Системи одночасних структурних рівнянь, як правило, включають лінійні рівняння. Нелінійність зв’язків здебільшого апроксимується лінійними співвідношеннями. Динаміка економічних зв’язків враховується за допомогою часових лагів, або лагових змінних.

Запишемо економетричну модель на основі системи одночасних рівнянь:
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( 1)

У цій моделі 
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= 1. Окремі коефіцієнти 
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 можуть дорівнювати нулю, якщо відповідна змінна не входить до рівняння. Залишки 
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 де s = 1, 2, ..., k, також можуть дорівнювати нулю, якщо відповідне рівняння є тотожністю. Систему ( 1) можна переписати в матричній формі
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де Y — вектор ендогенних залежних змінних; X — матриця екзогенних пояснювальних змінних; u — вектор залишків; A — матриця коефіцієнтів для змінних Y розміром k ( k; B — матриця кое​фіцієнтів для змінних X розміром k ( m; k — кількість рівнянь в моделі 
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; m — кількість екзогенних змінних 
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Змінні, які містяться у правій частині системи рівнянь, є наперед заданими і називаються екзогенними, а змінні, які містяться в лівій частині, знаходяться в результаті реалізації моделі і називаються ендогенними. Отже, змінна yst є ендогенною для одного рівняння і одночасно екзогенною для іншого.

Означення  1. Економетрична модель у вигляді ( 1) безпосередньо відображає структуру зв’язків між змінними і тому називається структурною формою економетричної моделі.
Розв’яжемо систему рівнянь ( 1) відносно yst і дістанемо систему виду:
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( 3)

У матричній формі систему цих рівнянь можна переписа-
ти так: 
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Матриця оцінок параметрів R має вигляд:
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де E — одинична матриця.

Щоб показати справедливість співвідношення ( 4), розв’я​жемо систему рівнянь ( 2) відносно Y:

Y – AY = BX + u;

(E – A)Y = BX + u;

Y = (E – A)–1BX + u.

Враховуючи, що Y = RX + v,   R = (E – A)–1B.

Вектор залишків 
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 є лінійною комбінацією залишків 
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Означення  2. Економетрична модель, яка записується системою рівнянь ( 3), називається зведеною формою моделі.

оскільки економетрична модель складається з системи одночасних рівнянь, то постає запитання: чи можна застосувати для оцінювання параметрів кожного рівняння або системи в цілому ті методи, які були розглянуті в попередніх розділах?

Запишемо просту модель, яка складається з двох рівнянь:
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( 5)

де 
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C

— споживчі витрати; 
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Y

 — дохід; 
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S

 — неспоживчі витрати; 
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u

 — залишки; 
[image: image47.wmf]t

 — період часу.

Перше рівняння моделі характеризує залежність між споживчими витратами і доходом. Друге рівняння є тотожністю, в якій показано, що дохід визначається як сума двох видів витрат — споживчих і неспоживчих.

Нехай в цій моделі залишки 
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 є випадковими, 
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S і u незалежні. Для застосування 1МНК треба тільки вирішити питання, чи є незалежними 
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. Підставивши значення Ct з першого рівняння моделі в друге, дістанемо:
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Розв’яжемо його відносно 
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Наявність коефіцієнта при 
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 свідчить про те, що між 
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 існує залежність. Щоб переконатись у цьому, запишемо:
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Таким чином, залишки в моделі ( 5) корелюють з пояснюючою змінною 
[image: image60.wmf]t

Y

, отже, безпосереднє застосування до ( 5) 1МНК призведе до зміщення оцінок параметрів (0 і (1. Це зміщення виникає, коли вибіркова сукупність є кінцевою. Але оскільки ці оцінки будуть необґрунтованими, то зміщення збережеться і для великих вибіркових сукупностей.

Щоб визначити величину зміщення, запишемо моменти другого порядку:
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Тоді оцінки 1МНК параметрів моделі ( 5) будуть дорівнювати:
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Розв’язавши систему рівнянь ( 5) відносно залежних змінних 
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Знайдемо відхилення від середніх:
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Підставивши ці значення у формулу моментів, запишемо:
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)

(

)

(

)

(

uu

su

ss

yy

m

a

m

a

m

a

m

2

1

2

1

2

1

1

1

1

2

1

1

-

+

-

+

-

=


Тоді
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На основі прийнятих гіпотез, коли 
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Додатково вважатимемо, що 
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тобто значення параметра 
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 2. Проблеми ідентифікації

Проблеми чисельної оцінки параметрів в структурній формі і можливість перетворення структурної форми на зведену тісно пов’язані з поняттям ідентифікації моделі.

Означення  3. Якщо лінійна комбінація рівнянь структурної форми не може привести до рівняння, що має ті самі змінні, що й деяке рівняння в структурній формі, то модель буде ідентифікованою.
Для ідентифікованих моделей зведена форма визначається однозначно за допомогою співвідношень ( 3). Матриця E – A завжди невироджена. Умова ідентифікації має перевірятися для кожного рівняння системи.

Необхідна умова ідентифікації системи — справедливість нерівності для кожного рівняння моделі ( 1):
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де 
[image: image85.wmf]s

k

 — кількість ендогенних змінних, які входять в s-те рівняння структурної форми; m — загальна кількість екзогенних змінних моделі; 
[image: image86.wmf]s

m

 — кількість екзогенних змінних, які входять в s-те рівняння структурної форми моделі.

Кількість екзогенних змінних, які не входять у s-те рівняння структурної форми, дорівнює 
[image: image87.wmf]s

m
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.

Означення  4. Якщо для всіх рівнянь моделі ( 1) співвідношення ( 10) виконується як рівність, то система рівнянь є точно ідентифікованою.

Зауважимо, що проблема ідентифікації стосується структурних параметрів, а не параметрів зведеної форми. Вона може бути сформульована так: чи можна однозначно визначити деякі чи всі елементи матриць A і B, знаючи елементи матриці R?

Означення  5. Якщо для всіх рівнянь моделі співвідношення ( 10) виконується як нерівність, то система рівнянь є надіден​тифікованою.

Означення  6. Якщо для всіх рівнянь моделі співвідношення ( 10) не виконується, то система рівнянь є неідентифіко-
ваною. В цьому випадку необхідно переглянути специфікацію 
моделі.

 3. Рекурсивні системи

Означення  7. Якщо в економетричній моделі ( 2) матриця A має трикутний вигляд, а залишки характеризуються діагональною матрицею (, то така система рівнянь називається рекурсивною.

Нехай економетрична модель на основі одночасних структурних рівнянь запишеться так:
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матриця коваріацій залишків для неї
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Як відомо, труднощі оцінки системи рівнянь виникають тоді, коли спостерігається кореляція між залишками і пояснюючими змінними. Тому нам потрібно переконатися в тому, що спеціальні властивості рекурсивної моделі дають змогу подолати ці труднощі.

Запишемо структурні рівняння в матричному вигляді
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де A' та B' — транспоновані матриці параметрів моделі до матриць А і В.

Їхня зведена форма запишеться так:
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де 
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Помножимо ( 14) ліворуч на 
[image: image95.wmf]u
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 і перейдемо в обох частинах здобутої рівності до границі за ймовірністю:
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Оскільки згідно з припущенням 
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 = 0, то справджується рівність
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Запишемо ліву частину рівності, скориставшись ( 15):
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( 16)

Коли економетрична модель має три структурні рівняння і три залежні змінні, то ( 16) можна записати так:
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де
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а через 
[image: image102.wmf]kj
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 позначено алгебраїчне доповнення елемента 
[image: image103.wmf],

kj

a

 звідси матриця (A()–1 — матриця, обернена до транспонованої матриці алгебраїчних доповнень елементів akj.

Таким чином, ми дістали основний результат, який полягає в тому, що 
[image: image104.wmf]2
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 не корелює гранично з 
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Y

, 
[image: image106.wmf]3
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 не корелює гранично з 
[image: image107.wmf]1
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 і 
[image: image108.wmf]2

Y

. A це означає, що для оцінки параметрів системи можна застосувати 1МНК. У численних публікаціях Волда [2] показано, що реальні економічні системи найчастіше описуються рекурсив​ними системами рівнянь. Цей висновок він аргументує тим, що реальне формування кожного з показників, які входять до моделі, здійснюється в різні проміжки часу. Наприклад, залежність ціни від пропозиції товару на ринку. Якщо часовий період дорівнює одному дню, то ціна на товар в t-й день встановлюється з урахуванням продажу в t – 1 день, тоді як попит на товар залежить від ціни, за якою продавався товар в цей самий день. Запишемо ці рівняння:



[image: image109.wmf],

;

t

t

t

t

t

t

v

p

b

b

g

u

g

a

a

p

+

+

=

+

+

=

-

1

0

1

1

0


( 18)

де pt — ціна на товар в t-й день; gt — попит на товар в t-й день;
gt–1 — попит на товар в (t – 1) день; ut — залишки рівня ціни; vt — залишки рівня попиту.

Наведена модель є рекурсивною, бо 
[image: image110.wmf]t

p

 і 
[image: image111.wmf]t

g

 — поточні значення ендогенних змінних, а 
[image: image112.wmf]1
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 розглядається як екзогенна змінна, яка бере участь у послідовності причинних зв’язків.
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Ця послідовність містить тільки прямі зв’язки, що дає нам підстави вважати залишки незалежними.

Оскільки залишки в рівняннях нормально розподілені, то для оцінювання параметрів моделі можна використати 1МНК.

(Приклад  3. Розглянемо модель, яка складається з рівняння пропонування та рівняння попиту на свинину. Нехай ці рівняння специфікуються на основі степеневих або логарифмічних функцій:
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У цій моделі 
[image: image115.wmf]t

g

 — логарифм пропонування свинини в період t, 
[image: image116.wmf]t

p

 — логарифм ціни свинини в період t, 
[image: image117.wmf]1
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 — логарифм ціни в період t – 1. Таким чином, перше рівняння моделі — це рівняння пропонування: її кількість на ринку в період t залежить від ціни в періоді t – 1 (
[image: image118.wmf]1
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). Випадкова змінна ut характеризує залишки, на величину яких можуть впливати ті чинники, якими знехтували: витрати кормів, технологічні зміни і т. ін.

Друге рівняння моделі — це рівняння попиту на свинину. Ціна на свинину 
[image: image119.wmf]t

p

 на ринку в період t залежить від пропонування її 
[image: image120.wmf]t

g

 в цьому самому періоді. Змінна vt характеризує залишки в цьому рівнянні.

Покажемо, що рівняння ідентифіковані. Для цього визначимо згідно з умовою ( 10) 
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 (s = 1, 2).


[image: image122.wmf]1

k

= 1 — кількість ендогенних змінних, які входять в перше рів​няння;


[image: image123.wmf]2

k

= 2 — кількість ендогенних змінних, які входять в друге рів​няння; m = 1 — кількість екзогенних змінних моделі; 
[image: image124.wmf]1

m

= 1 — кількість екзогенних змінних у першому рівнянні; m2 = 0 — кількість екзогенних змінних в другому рівнянні.

Оскільки:

для I рівняння: 
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для II рівняння: 
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то система рівнянь точно ідентифікована.

Застосувавши 1МНК для оцінювання параметрів моделі, маємо 
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Коефіцієнти при пояснюючих змінних характеризують еластичність: у першому рівнянні — еластичність пропонування свинини від ціни на неї в попередньому році, тобто якщо ціна в періоді t – 1 підвищиться на 1 %, то пропонування свинини в наступному році збільшиться на 0,74 %; у другому рівнянні — еластичність ціни від попиту. Для визначення еластичності попиту знайдемо: 
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 тобто якщо ціна підвищиться на 1 %, то попит на свинину знизиться на 6,83 %.

 4. Непрямий метод 
найменших квадратів (НМНК)

Повернемося до моделі ( 5), яка має два структурних рівняння. В параграфі  1 було показано, що між залежною змінною Yt і залишками ut існує кореляція. Застосування 1МНК для оцінки параметрів цієї моделі дає зміщення. Тому необхідно розглянути альтернативні методи оцінки параметрів, які дозволили б уникнути зміщення. Один з таких методів є непрямий метод найменших квадратів. Він складається з двох процедур. Спочатку застосовується 1МНК для оцінки параметрів кожного рівняння зведеної форми моделі ( 7) — ( 8). Основна особливість такої форми полягає в тому, що її здобуто в результаті розв’язування структурної системи рівнянь відносно поточних значень ендогенних змінних, і зведена форма виражає їх як функції решти змінних моделі таким чином, що кожне рівняння в такій формі має поточне значення тільки однієї ендогенної змінної.

Припущення ( 6) дозволяють безпосередньо застосувати 1МНК для оцінювання коефіцієнтів рівнянь зведеної форми, тобто рівнянь ( 7) і ( 8). Звідси:
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 — найкраща незміщена оцінка параметра 
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 — найкраща незміщена оцінка параметра 
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 — найкраща незміщена оцінка параметра 
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першого рівняння;

( 22)
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 — найкраща незміщена оцінка параметра 
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другого рівняння.

( 23)

З ( 20) знайдемо значення параметра 
[image: image137.wmf]*
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 для першого рівняння структурної форми:
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Оскільки 
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, де малими буквами позначені відхилення від середніх, то справджується рівність: 
[image: image141.wmf].
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Звідси
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( 24)

Це значення оцінки параметра також можна було дістати на основі ( 21):
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Отже, обидва рівняння приводять до ідентичної оцінки параметра 
[image: image144.wmf]1

a

. Інші два рівняння (( 22) і ( 23)) дадуть нам одну й ту саму оцінку параметра 
[image: image145.wmf]0
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:
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Хоча оцінки ( 24) і ( 25) є незміщеними оцінками парамет​рів зведеної форми, вони не будуть незміщеними оцінками параметра 
[image: image147.wmf]0

a

 і 
[image: image148.wmf]1
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 структурної форми ( 5). Але вони будуть обґрунтованими. Покажемо це. На основі рівнянь ( 7) і ( 8) і оцінки параметра 
[image: image149.wmf],
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 знайденої за формулою ( 24), запишемо:
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Оскільки 
[image: image151.wmf]su
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 Щоб визначити зміщення для кінцевої вибіркової сукупності, обчислимо математичне сподівання
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Нехай змінна S набуває фіксованих значень, при яких 
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 — константа. Згідно з припущенням відносно u для заданої вибіркової сукупності маємо M(
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) = 0. А це означає, що оцінка 
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 є незміщеною. Розглянемо приклад, коли отримані такі значення u, що дають змогу розрахувати значення 
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(Приклад  4. Задамо значення 
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 = 0,5 і знайдемо 
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 = 0,4870, тобто параметр має зміщення в бік заниження. У табл.  1 покажемо розрахунок 
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Таблиця  1 
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	Імовірності
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	–0,2
	0,25
	3/8 = 0,3750

	–0,1
	0,25
	4/9 = 0,4444

	0,1
	0,25
	6/11 = 0,5454

	0,2
	0,25
	7/12 = 0,5833
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Виходячи із викладеного вище та наведеного прикладу, можна сказати, що непрямий метод найменших квадратів дає обґрунтовану оцінку параметрів рівнянь структурної форми моделі, але вона буде мати зміщення в бік заниження її рівня. Тому цей метод застосовується тільки за деяких спеціальних умов, а саме — точної ідентифікованості рівнянь структурної форми.

Алгоритм непрямого методу найменших квадратів

Крок 1. Перевіряється умова ідентифікованості для кожного рівняння структурної форми моделі. Якщо кожне рівняння точно ідентифіковане, то переходимо до кроку 2.

Крок 2. Кожне рівняння структурної форми розв’язується відносно однієї з k ендогенних змінних моделі, у результаті приходимо до зведеної форми моделі.

Крок 3. Застосовуючи 1МНК, визначається оцінка параметрів окремо для кожного рівняння зведеної форми.

Крок 4. Розраховується оцінка параметрів рівнянь структурної форми за допомогою співвідношення AR = –B, де A і B — параметри структурних рівнянь, а R — матриця оцінок параметрів зведеної форми.

(Приклад  5. Необхідно побудувати економетричну модель на основі системи одночасних структурних рівнянь, яка включає два регресійні рівняння: прибутку та інвестицій.

Вихідні дані наведені в табл.  2.

Таблиця  2

	Місяці
	Прибуток,
гр. од.
	Інвестиції,
гр. од.
	Основні
виробничі фонди,
гр. од.
	Фонд
робочого часу
(людино-днів)
	Процентна 
ставка,
%

	1
	39
	62
	22
	104
	20

	2
	41
	65
	25
	109
	19

	3
	38
	57
	17
	99
	22

	4
	42
	66
	27
	114
	20

	5
	44
	69
	28
	116
	21

	6
	49
	58
	20
	110
	23

	7
	44
	72
	32
	119
	18

	8
	45
	70
	30
	116
	17,5

	9
	48
	75
	34
	114
	17

	10
	51
	79
	35
	120
	16

	11
	49
	77
	33
	124
	15,5

	12
	54
	82
	37
	119
	14

	13
	55
	80
	37
	129
	16

	14
	57
	75
	39
	129
	15,5

	15
	56
	83
	38
	132
	14

	16
	54
	81
	36
	130
	15

	17
	59
	87
	40
	124
	13

	18
	61
	92
	42
	134
	12

	19
	62
	95
	43
	137
	11

	20
	64
	97
	42
	139
	10


Розв’язання

1.
Ідентифікуємо змінні моделі для періоду t:
y1t — прибуток, ендогенна, залежна змінна;

y2t — інвестиції, ендогенна, залежна змінна;

x1t — основні виробничі фонди, екзогенна, пояснювальна змінна;

x2t — фонд робочого часу, екзогенна, пояснювальна змінна;

x3t — відсоткова ставка, екзогенна, пояснювальна змінна.

2.
Специфікуємо модель в структурній формі на основі системи одночасних структурних рівнянь:

y1t = b11y2t +  a10x0t + a11x1t + a12x2t + u1t;

y2t =b21y1t + a20x0t + a21x1t + a22x3t + u2t.

3.
Запишемо економетричну модель у зведеній формі:

y1t =r10x0t + r11x1t + r12x2t + r13x3t + v1t;

y2t = r20x0t + r21x1t + r22x2t + r23x3t + v2t.

4.
Ідентифікуємо рівняння структурної моделі, склавши нерів​ності для кожного з рівнянь: ks – 1 
[image: image167.wmf]£

 m – ms, де ks — кількість ендогенних змінних в s-му рівнянні; m — загальна кількість екзогенних змінних моделі; ms — кількість екзогенних змінних s-го рівняння моделі.

Для першого рівняння:   2 – 1 ( 3 – 2;


1 = 1.

Для другого рівняння:   2 – 1 ( 3 – 2;


1 = 1.

Отже, обидва рівняння моделі є точно ідентифіковані.

5.
Оцінимо параметри моделі непрямим методом найменших квадратів. За цим методом необхідно спочатку оцінити параметри зведеної форми моделі 1МНК. У результаті дістанемо:
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6.
Визначимо оцінки параметрів рівнянь структурної форми. Для цього розв’яжемо друге рівняння зведеної форми відносно x3t і підставимо отриманий вираз у перше регресійне рівняння. У результаті дістанемо:
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Розв’яжемо перше рівняння зведеної форми відносно x2t і підставимо отриманий вираз у друге рівняння. У результаті дістанемо:


[image: image171.wmf].

,

,

,

,

t

t

t

t

x

x

y

y

3

1

1

2

812

1

201

0

103

76

46

0

-

+

+

=

)


Таким чином, економетрична модель в структурній формі запишеться:


[image: image172.wmf];

,

,

,

,

t

t

t

t

x

x

y

y

2

1

2

1

344

0

042

0

202

15

3

0

+

+

-

=

)



[image: image173.wmf].
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 5. Двокроковий метод 
найменших квадратів (2МНК)

Якщо рівняння структурної форми моделі надідентифіковані, то непрямий метод найменших квадратів застосувати не можна, а користуватись 1МНК недоцільно, тому необхідно розглянути інші методи, розроблені спеціально для таких моделей. Одним з цих методів є двокроковий метод найменших квадратів (2МНК).

Розглянемо спочатку ідею методу. Вона полягає в тому, щоб «очистити» поточні ендогенні змінні yt від стохастичної складової, бо вони пов’язані із залишками ut. Так, на основі моделі ( 6) застосуємо 1МНК для економетричної моделі:
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де 
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Згідно з ( 26) обчислюються значення:
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( 28)

На наступному кроці підставляємо ці значення 
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 в перше рів​няння моделі ( 5) і дістаємо:



[image: image179.wmf]).

(

t

t

t

t

a

u

Y

a

a

C

e

+

+

+

=

1

1

0

)


( 29)

У цьому співвідношенні змінна 
[image: image180.wmf]t
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 є функцією змінної St, яка не корелює із залишками ut. Крім того, на основі властивостей 1МНК значення 
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 не корелюють з St. Звідси значення 
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 не корелюють з комбінованими залишками 
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 в рівнянні ( 29). Це дає нам змогу на другому кроці застосувати 1МНК безпосередньо для оцінки параметрів рівняння ( 29) і дістати оцінки параметрів a0 і a1. Так, 
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Використаємо ( 30) і отримаємо: 
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Отже, знайдена оцінка збігається з оцінкою непрямого методу найменших квадратів. Це означає, що коли рівняння моделі точно ідентифіковані, то непрямий і двокроковий методи дають однакову оцінку параметрів моделі. Якщо рівняння над-
ідентифіковані, то ці оцінки будуть різними.

Розглянемо двокроковий метод найменших квадратів для загальної економетричної моделі. Нехай окреме рівняння моделі має вигляд
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( 30)

де Y — вектор ендогенної змінної розміром n ( 1; Y1 — матриця поточних екзогенних змінних, які входять в праву частину рівняння розміром n ( r; 
[image: image191.wmf]1

X

 — матриця екзогенних змінних розміром n ( m (включаючи стовпець одиниць, якщо потрібно визначити вільний член); A — вектор структурних параметрів розміром k ( 1, які стосуються змінних матриці 
[image: image192.wmf]1

Y

; B — вектор структурних параметрів розміром m ( 1, які стосуються змінних матриці 
[image: image193.wmf]1

X

; u — вектор залишків розміром n ( 1; n — кількість спостережень; m — кількість екзогенних змінних; k — кількість ендогенних змінних (рівень моделі).

На першому кроці розв’язуються 
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 на основі 1МНК. Заміна елементів матриці Y1 елементами матриці 
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 в рівняннях моделі допоможе звільнитися від кореляції Y1 і u. Розрахунок елементів матриці 
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де 
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Матриця X включає всі екзогенні змінні моделі. Матриця X1 — значення екзогенних змінних даного рівняння. Матриця X2 — значення екзогенних змінних моделі, які не ввійшли в це рівняння. 

На другому кроці знаходиться залежність 
[image: image199.wmf]1
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 від Y і X1. Це приводить до процедури оцінювання параметрів на основі такої системи рівнянь:
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де 
[image: image201.wmf]A

)

 і 
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 — вектори оцінок параметрів A і B.

Для обчислення оцінок 
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 насправді немає потреби визначати 
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. Можна вивести альтернативне співвідношення для ( 28), коли для знаходження оцінок параметрів використовуються лише реальні спостереження. Для цього запишемо:
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де V1 — матриця залишків розміром n ( k для регресії 
[image: image207.wmf]).
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Тому 
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Оскільки 
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 = 0. Отже, рівняння для обчислення оцінок двокрокового методу найменших квадратів можна записати так:
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Альтернативну форму для ( 32) можна подати так:
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 6. Алгоритм двокрокового методу
найменших квадратів (2МНК)

Крок 1. Перевіряється кожне рівняння моделі на ідентифікованість. Якщо рівняння надідентифіковані, то для оцінювання парамет​рів кожного з них можна використати оператор оцінювання:


[image: image216.wmf]ú

û

ù

ê

ë

é

¢

¢

¢

¢

ú

ú

û

ù

ê

ê

ë

é

¢

¢

¢

¢

¢

¢

=

ú

û

ù

ê

ë

é

-

-

-

Y

X

Y

X

X

X

X

Y

X

X

Y

X

X

Y

Y

X

X

X

X

Y

B

A

1

1

1

1

1

1

1

1

1

1

1

1

1

)

(

)

(

)

)

.

Крок 2. Знаходження добутку матриць поточних ендогенних змінних, які містяться у правій частині моделі, на матрицю всіх екзогенних змінних моделі, тобто 
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Крок 3. Обчислення матриці 
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 і знаходження оберненої матриці 
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Крок 4. Визначення добутку матриць всіх екзогенних і ендогенних змінних у правій частині моделі, тобто 
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Крок 5. Знаходження добутку матриць, що здобуті на кроках 2—4, тобто 
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Крок 6. Визначення добутку матриць ендогенних змінних у правій частині моделі і екзогенних змінних, які внесені до даного рівняння, тобто 
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Крок 7. Знаходження добутку матриць екзогенних змінних, які входять в дане рівняння, і ендогенних змінних правої частини системи рівнянь, тобто 
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Крок 8. Визначення добутку матриць екзогенних змінних даного рівняння, тобто 
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Крок 9. Знаходження матриці, оберненої до блочної:
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Крок 10. Визначення добутку матриць 
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— матриця всіх екзогенних змінних моделі, 
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 — вектор ендогенної змінної лівої частини рівняння.

Крок 11. Знаходження добутку матриць:
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Крок   Визначення оцінок параметрів моделі:
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Крок 13. Обчислення s-ї ендогенної змінної на основі знайдених параметрів 
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Крок 14. Обчислення вектора залишків в s-му рівнянні си-
стеми:
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Крок 15. Визначення дисперсії залишків для кожного рів-
няння:
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Крок 16. Знаходження матриці коваріацій для параметрів кожного рівняння:
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Крок 17. Знаходження стандартної похибки параметрів і визначення інтервалів довіри:
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[image: image239.wmf].

ˆ

ˆ

)

(

)

(

b

js

js

b

js

S

t

b

b

S

t

b

a

a

+

£

£

-


(Приклад  6. Нехай спостереження вихідних даних задані у вигляді таких матриць:
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[image: image242.wmf].
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Економетрична модель, яка може бути побудована на основі цих даних, складається з трьох рівнянь, одне з яких має такий вигляд:

y1t = a12y2t + a13y3t + b11x1t + u1t.

Модель має ще три екзогенні змінні — x2t, x3t, x4t. Необхідно знайти оцінки параметрів цього рівняння моделі на основі двокрокового методу найменших квадратів та оцінити їхні стандартні похибки, якщо дисперсія залишків дорівнює 0,6.

Розв’язання

Крок 1. Перевіримо рівняння моделі на ідентифікованість. Для цього розглянемо нерівність

ks – 1 ( m – ms,

ks = 3 — кількість ендогенних змінних, які входять в це рівняння;

m = 4 — загальна кількість екзогенних змінних;

ms = 1 — кількість екзогенних змінних, що входить в це рівняння моделі.

3 – 1 ( 4 – 1,
2 < 3.

Таким чином, наведене рівняння моделі є надідентифіко-
ваним.

Крок 2. Запишемо оператор оцінювання параметрів 2МНК
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У цьому операторі Y — вектор ендогенної змінної: Y = (y1t);

Y1 — матриця поточних ендогенних змінних, які входять в праву частину рівняння: Y1 = (y2t y3t);

X — матриця всіх екзогенних змінних моделі: X = (x1t x2t x3t x4t);

X1 — матриця екзогенних змінних даного рівняння, X1 = ( x1t).

Крок 3. Знайдемо добуток матриць згідно з оператором оцінювання 2МНК:

3.1. 
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Ці дані взяті з матриці 
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 (другий та третій рядки).

3.2. 
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Оскільки матриця 
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 є діагональною (це означає, що всі змінні взяті як відхилення від свого середнього значення). Звідси 
[image: image248.wmf](

)

1

-

¢

X

X

 також діагональна матриця.

3.3. 
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3.4. 
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3.5. 
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Звідси блочна матриця має вигляд:
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3.6. Знайдемо матрицю, обернену до матриці Q
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3.7. Обчислимо добуток матриць, що знаходяться в правій частині оператора:
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Маємо вектор
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Крок 4. Визначимо оцінки параметрів рівняння
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Перше рівняння економетричної моделі запишеться так:


[image: image260.wmf]t

y

1

)

 = 1,28y2t + 1,04y3t + 2x1t.

Крок 5. Визначимо асимптотичні стандартні похибки знайдених оцінок параметрів рівняння:
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Відношення стандартних похибок до абсолютних значень оцінок становлять відповідно 24,9 %, 28,8 %, 38,7 %, а це свідчить про те, що оцінки параметрів рівняння є зміщеними і неефективними.

(Приклад  7. Побудувати економетричну модель, яка містить регресійні рівняння продуктивності праці та заробітної плати.

Для побудови цієї економетричної моделі скористаємося вихід​ними даними з табл. 3.

Таблиця  3

	Місяць
	Продуктивність праці, гр. од.
	Заробітна плата, 
гр. од.
	Фондомісткість продукції, 
гр. од.
	Плинність робочої сили, %
	Рівень втрат робочого часу, %
	Середній стаж, років

	
	Y1
	Y2
	X1
	X2
	X3
	X4

	1-й
	52
	220
	72
	13,0
	2,7
	5,0

	2-й
	53
	228
	74
	12,5
	2,8
	5,5

	3-й
	50
	210
	72
	12,0
	3,0
	5,0

	4-й
	51
	220
	73
	11,0
	3,2
	6,0

	5-й
	54
	245
	70
	10,1
	3,2
	7,0

	6-й
	55
	250
	67
	9,0
	3,3
	8,0

	7-й
	57
	260
	67
	8,5
	3,4
	10,0

	8-й
	52
	222
	62
	8,2
	3,6
	10,0

	9-й
	60
	270
	72
	8,0
	3,7
	10,5

	10-й
	60
	265
	72
	5,5
	3,7
	11,0

	11-й
	62
	275
	74
	5,0
	3,4
	13,0

	12-й
	64
	280
	75
	4,7
	4,0
	10,0

	13-й
	65
	280
	76
	4,6
	4,2
	12,0

	14-й
	67
	290
	80
	4,0
	4,3
	13,0

	15-й
	67
	285
	82
	4,1
	4,7
	14,0

	16-й
	62
	273
	84
	4,2
	4,8
	14,5

	17-й
	63
	278
	84
	4,5
	4,8
	15,5


Розв’язання

Ідентифікуємо змінні моделі

Y1 — продуктивність праці, ендогенна змінна;

Y2 — заробітна плата, ендогенна змінна;

X1 — фондомісткість продукції, екзогенна змінна;

Х2 — плинність робочої сили, екзогенна змінна;

Х3 — рівень втрат робочого часу, екзогенна змінна;

X4 — стаж працюючих, екзогенна змінна.

У загальному вигляді економетрична модель подається так:

Y1 = f (Y2, X1, X2, u1);

Y2 = f (Y1, Х2, Х3, Х4, u2).

Звідси випливає, що продуктивність праці у першому рівнянні є ендогенною (залежною) змінною, а в другому — екзогенною (незалежною) змінною. Заробітна плата є ендогенною (залежною) змінною у другому рівнянні і одночасно — екзогенною (незалежною) змінною у першому. Така взаємозалежність цих двох економічних показників є реальною, й економетрична модель описує цю залежність, не виключаючи решту чинників, які також впливають на продуктивність праці та зарплату. З рівнянь випливає, що між пояснювальними змінними і залишками параметрів моделі існує залежність. Тому застосовувати метод 1МНК недоцільно.

Специфікуємо модель у лінійній (структурній) формі
Y1 = a12Y2 + b10 + b11X1 + b12Х2 + b13X4 + u1;

Y2 = а21Y1 + b20 + b22Х2 + b23Х3 + b24Х4 + u2.

На основі вибіркових даних розрахункову модель можна записати так:
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Ідентифікуємо рівняння моделі в структурній формі, перевіривши для кожного рівняння співвідношення:

ks – 1 ( m – ms,

де ks — кількість ендогенних змінних у рівнянні; m — загальна кількість екзогенних змінних у моделі; ms — кількість екзогенних змінних в s-му рівнянні.

Перше рівняння:
2 – 1 ( 4 – 3;


1 = 1.

Рівняння точно ідентифіковане.

Друге рівняння:
2 – 1 ( 4 – 3;


1 = 1.

Рівняння точно ідентифіковане.

У зведеній формі економетрична модель набирає вигляду
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де 
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 — оцінки параметрів зведеної форми моделі.

Як бачимо, зведена модель включає регресійні рівняння, що характеризують взаємозалежність кожної ендогенної змінної зі всіма екзогенними змінними.

Оцінюємо параметри зведеної форми моделі 1МНК на основі даних табл.  3.

Економетрична модель у зведеній формі запишеться так:
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R2 = 0,902
F = 27,54;
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R2 = 0,856
F = 17,92.

Знайдемо розрахункові значення продуктивності праці 
[image: image275.wmf]1

Y

)

 (на основі першого) і зарплати 
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Y

)

 (на основі другого рівняння). Результати подамо у вигляді табл.  4.

Таблиця  4

	Місяць
	Продуктивність праці
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	Місяць
	Продуктивність праці
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	1-й
	50,5
	219,284
	10-й
	61,712
	272,203

	2-й
	51,874
	224,353
	11-й
	63,644
	284,543

	3-й
	51,837
	223,150
	12-й
	63,696
	276,404

	4-й
	53,445
	230,376
	13-й
	63,380
	277,089

	5-й
	54,057
	235,842
	14-й
	65,395
	285,386

	6-й
	54,824
	241,490
	15-й
	64,725
	281,318

	7-й
	55,198
	245,995
	16-й
	64,842
	281,615

	8-й
	53,734
	240,682
	17-й
	64,080
	280,046

	9-й
	56,962
	251,026
	
	
	


Оцінимо параметри економетричної моделі у структурній фор​мі, взявши замість фактичних значень продуктивності праці Y1 та зарплати Y2 їх розрахункові значення 
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 і 
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. Масив змінних для побудови рівняння продуктивності праці запишеться у вигляді табл.  5:

Таблиця  5

	Місяць
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	Місяць
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	1-й
	52
	219,2844
	72
	13,0
	5,0
	10-й
	60
	272,2026
	72
	5,5
	11,0

	2-й
	53
	224,3530
	74
	12,5
	5,5
	11-й
	62
	284,5432
	74
	5,0
	13,0

	3-й
	50
	223,1496
	72
	12,0
	5,0
	12-й
	64
	276,4036
	75
	4,7
	10,0

	4-й
	51
	230,3763
	73
	11,0
	6,0
	13-й
	65
	277,0891
	76
	4,6
	12,0

	5-й
	54
	235,8416
	70
	10,1
	7,0
	14-й
	67
	285,3855
	80
	4,0
	13,0

	6-й
	55
	241,4904
	67
	9,0
	8,0
	15-й
	67
	281,5183
	82
	4,1
	14,0

	7-й
	57
	245,9946
	67
	8,5
	10,0
	16-й
	62
	281,6146
	84
	4,2
	14,5

	8-й
	52
	240,6818
	62
	8,2
	10,0
	17-й
	63
	280,0457
	84
	4,5
	15,5

	9-й
	60
	251,0257
	72
	8,0
	10,5
	
	
	
	
	
	


Маємо масив змінних для побудови рівняння зарплати (таблиця  6):

Таблиця  6
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	220
	50,59577
	13,0
	2,7
	5,0
	265
	61,71150
	5,5
	3,7
	11,0

	228
	51,87419
	12,5
	2,8
	5,5
	275
	63,64387
	5,0
	3,4
	13,0

	210
	51,83715
	12,0
	3,0
	5,0
	280
	63,69624
	4,7
	4,0
	10,0

	220
	53,44493
	11,0
	3,2
	6,0
	280
	63,38007
	4,6
	4,2
	12,0

	245
	54,05680
	10,1
	3,2
	7,0
	290
	65,39404
	4,0
	4,3
	13,0

	250
	54,82433
	9,0
	3,3
	8,0
	285
	64,72541
	4,1
	4,7
	14,0

	260
	55,19777
	8,5
	3,4
	10,0
	273
	64,84220
	4,2
	4,8
	14,5

	222
	53,73371
	8,2
	3,6
	10,0
	278
	64,07987
	4,5
	4,8
	15,5

	270
	56,96214
	8,0
	3,7
	10,5
	
	
	
	
	


Звідси економетрична модель у структурній формі набирає вигляду:
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R2 = 0,902
F = 27,54;
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R2 = 0,856
F = 17,92.

Коефіцієнти кореляції та критерій Фішера свідчать, що рівняння економетричної моделі достовірні. Але в рівнянні продуктивності праці лише дві оцінки статистично значущі — 
[image: image305.wmf]11
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 = 0,157 і 
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 = 0,164, решта — статистично незначущі. У регресійному рів​нянні зарплати статистично значущий лише один параметр 
[image: image307.wmf]22
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 = 3,067, решта — статистично незначущі.

У реальних дослідженнях ті екзогенні змінні, оцінки параметрів яких незначущі, вилучають або, збільшивши кількість спостережень, знову оцінюють параметри моделі, тобто змінюють специфікацію моделі.

Розрахуємо коефіцієнти еластичності чинників, які ввійшли до кожного рівняння моделі.

	Для рівняння 
продуктивності праці, %
	Для рівняння 
заробітної плати, %
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Коефіцієнти еластичності показують, що зі зростанням зарплати на 1 % продуктивність праці зростає на 0,687 %, при збільшенні фондомісткості на 1 % продуктивність праці зростає на 0,207 %. Збільшення плинності робочої сили на 1 % може знизити рівень продуктивності праці на 0,08 %. Таку саму приблизно залежність визначає зміна стажу працюючих.

Аналізуючи взаємозв’язок, що базується на коефіцієнтах еластичності, необхідно пам’ятати, що решта екзогенних змінних, які не пов’язані з цим коефіцієнтом, не змінюються. Загальна еластичність показує: якщо всі екзогенні змінні зростуть на 1 %, то продуктивність праці зросте на 0,757 %.

Коефіцієнти еластичності рівняння характеризують такий взаємозв’язок:

· якщо продуктивність праці зростає на 1 %, а решта чинників сталі, то заробітна плата знижується на 0,11 %;

· якщо плинність робочої сили зростає на 1 %, а решта чинників сталі, то зарплата зменшується на 0,07 %;

· якщо втрати робочого часу збільшуються на 1 %, а решта чинників сталі, то зарплата зменшується на 0,11 %;

· якщо стаж працюючих збільшується на 1 %, а решта чинників сталі, то зарплата збільшується на 0,06 %.

Сумарний коефіцієнт еластичності свідчить про те, що при одночасному зростанні всіх екзогенних змінних на 1 % зарплата збільшується на 0,578 %.

Оцінимо параметри структурної економетричної моделі, скориставшись оператором 2МНК:
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де Y1 — матриця поточних ендогенних змінних, тобто таких, які містяться у правій частині рівняння; X — матриця всіх екзогенних змінних моделі; Х1 — матриця екзогенних змінних того рівняння, яке оцінюється; Y — матриця тих ендогенних змінних, які містяться в лівій частині рівняння; 
[image: image311.wmf]A

)

 — вектор оцінок параметрів моделі при екзогенних змінних; 
[image: image312.wmf]B

)

 — вектор оцінок параметрів моделі при поточних ендогенних змінних.

Застосуємо наведений щойно оператор 2МНК для оцінювання параметрів рівняння зарплати. Запишемо матриці змінних для цього рівняння відповідно до оператора:
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Сформуємо блочну матрицю:
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Знайдемо обернену до неї:
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Вектор оцінок параметрів моделі такий:
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Скориставшись вектором оцінок параметрів моделі, запишемо регресійне рівняння зарплати, оцінене за допомогою 2МНК:
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Порівняння оцінок параметрів цього рівняння з оцінками рівняння заробітної плати, здобутого за допомогою 2МНК раніше, свідчить про їх ідентичність. Звідси очевидно, що обидва підходи реалізують 2МНК.

 7. Трикроковий метод 
найменших квадратів (3МНК)

Розглянуті вище два методи — непрямий і двокроковий методи найменших квадратів застосовуються для оцінки параметрів кожного окремого рівняння моделі. Трикроковий метод найменших квадратів призначений для одночасної оцінки параметрів всіх рівнянь моделі.

Зельнер і Гейл [2] запропонували трикроковий метод найменших квадратів, який за певних обставин є більш ефективним, ніж двокроковий.
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де 
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Помножимо рівняння ( 38) зліва на 
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Для цієї моделі коваріаційна матриця залишків має вигляд
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де 
[image: image354.wmf]2

σ

ss

— стала дисперсія залишків s-го рівняння, а 
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 — дис​персія залишків системи рівнянь моделі. З урахуванням ( 41) оцінка параметрів моделі ( 40) може бути виконана узагальненим методом найменших квадратів.
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Запишемо систему рівнянь ( 38) у вигляді такої матричної форми:
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Матриця коваріацій для вектора залишків, який входить в рівняння ( 43), буде мати вигляд:
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Нехай елементи матриці 
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Зельнер і Гейл [2] запропонували обчислювати елементи матриці ( на основі залишків, здобутих за допомогою двокрокового методу найменших квадратів. Отже, двокроковий метод застосовується для оцінювання параметрів 
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На основі 
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 визначаються дисперсії залишків для кожного рівняння 
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Звідси оператор оцінювання на основі трикрокового методу найменших квадратів матиме вигляд:
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Оцінку асимптотичної матриці коваріацій параметрів дає обернена матриця, яка міститься в правій частині виразу ( 45), тобто
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Трикроковий метод найменших квадратів забезпечує кращу порівняно з двокроковим методом асимптотичну ефективність оцінок лише в тому разі, коли матриця 
[image: image373.wmf]S

 не є діагональною, тобто коли залишки, які входять в різні рівняння моделі, корелюють між собою.

Щоб застосувати трикроковий метод найменших кввадратів на практиці, необхідне виконання таких вимог:

1) усі тотожності, які входять в систему рівнянь, треба виключити, приступаючи до знаходження оцінок параметрів;

2) кожне неідентифіковане рівняння також треба виключити з системи;

3) якщо система рівнянь, що залишилась, має точно ідентифіковані і надідентифіковані рівняння, то трикроковий метод оцінки доцільно застосовувати до кожної з цих груп;

4) для групи надідентифікованих рівнянь оцінки параметрів знаходяться на основі співвідношення ( 46), взявши значення k таким, що дорівнює числу надідентифікованих рівнянь;

5) якщо група надідентифікованих рівнянь має тільки одне рів​няння, то трикроковий метод перетворюється на двокроковий;

6) якщо матриця коваріацій 
[image: image374.wmf]S

 для структурних залишків блочно-діагональна, то вся процедура оцінювання на основі трикрокового методу найменших квадратів може бути застосована окремо до кожної групи рівнянь, які відповідають одному блоку.

 8. Прогноз ендогенних змінних

Під час побудови економетричних моделей, як правило, ставиться дві основні цілі. Одна ціль полягає в оцінці параметрів структурних рівнянь, а також рівнянь зведеної форми. Друга ціль — дістати за допомогою моделі умовний прогноз залежних змінних за певних припущень відносно майбутніх значень пояснювальних змінних.

Якщо необхідно здобути оцінку структурних коефіцієнтів, то, як було сказано вище, треба скористатись обґрунтованим оператором оцінювання. Якщо досліджувача задовольняють коефіцієн​ти рівнянь зведеної форми, то їх незміщеність і обґрунтованість може бути досягнута під час застосування 1МНК до кожного рівняння, або узагальненого методу найменших квадратів, що базується на процедурі Зельнера, яка дає змогу оцінити декілька зовні не пов’язаних одне з одним рівнянь. Але ні 1МНК, ні метод Зельнера не накладають будь-яких обмежень на параметри зведеної форми, тоді як такі обмеження існують і вони містяться в системі рівнянь, що зв’язує параметри структурної і зведеної форми, тобто матриці 
[image: image375.wmf].
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 Клейн допускає, що коли специфікацію моделі у структурній формі вибрано правильно, то більш ефектив​но розрахувати спочатку коефіцієнти матриць A і B, а потім оцінити параметри матриці R, тобто він пропонує знаходити оцінку матриці R так:
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Якщо оцінки 
[image: image377.wmf]A

ˆ

 і 
[image: image378.wmf]B
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 будуть обґрунтованими, то і оцінка 
[image: image379.wmf]R

ˆ

 також буде обґрунтованою. Але проблемою залишається формування й оцінювання вибіркових дисперсій елементів матриці 
[image: image380.wmf]R

ˆ

. Звідси задачу можна сформулювати так: відомі обґрунтовані оцінки елементів матриць 
[image: image381.wmf]A
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 і 
[image: image382.wmf]B
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 та їх асимптотичні матриці коваріацій. Необхідно знайти асимптотичну матрицю коваріацій для елементів матриці 
[image: image383.wmf].
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Така матриця може бути знайдена на основі співвідношення
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де 
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[image: image386.wmf]V
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— асимптотична коваріаційна матриця структурних оцінок 
[image: image387.wmf]A
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 і 
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.

Розглянемо прогноз ендогенних змінних при заданих значеннях екзогенних змінних. Точковий прогноз одержати досить просто, підставивши значення екзогенних змінних в приведену форму рівнянь. Тому, якщо позначити через Xf вектор прогнозних екзогенних змінних, то точковий прогноз залежних ендогенних змінних буде визначатись так:
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Визначення довірчих інтервалів для цього прогнозу залежить від методу, за допомогою якого була отримана матриця 
[image: image390.wmf].
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 Як було сказано раніше, матриця 
[image: image391.wmf]R

ˆ

 може бути отримана на основі застосування 1МНК окремо до кожного рівняння зведеної форми, або як 
[image: image392.wmf],
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 де структурні коефіцієнти оцінені на основі дво- або трикрокового методу найменших квадратів. Якщо специфікацію моделі в структурній формі вибрано правильно, то останній спосіб має перевагу. Якщо ж про точну специфікацію моделі не можна сказати нічого конкретного, то краще оцінювати рівняння зведеної форми за допомогою 1МНК. У такому разі 
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де Y — матриця елементів усіх залежних ендогенних змінних розміром n ( k; X — матриця елементів усіх екзогенних змінних розміром n ( m.

Дійсні значення прогнозних залежних змінних дорівнюватимуть
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де 
[image: image395.wmf]f

v

 — вектор залишків для прогнозного періоду.

Похибка прогнозу тоді дорівнює:
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 9. Приклади економетричних моделей 
на основі систем одночасних 
структурних рівнянь

 9.1. Модель Кейнса. Класична економічна теорія не вив​чала спеціально фаз безробіття. Вона розглядала їх як тимчасові випадковості й довгостроковими проблемами рівноваги і зростання цікавилася більше, ніж короткостроковими змінами. Проте впродовж 1930—1940 рр. у більшості розвинутих країн спостерігалося тривале масове безробіття. Щоб передбачити розвиток економіки та вжити певних заходів впливу на економічний розвиток, потрібно було знати, як в даний момент фіксувати рівень випуску продукції та зайнятості й чому остання не буває ні дуже високою, ні дуже низькою.

Розв’язання цієї проблеми було головною турботою Кейнса. Він намагався пояснити рівень виробництва в період неповного завантаження робочої сили та обладнання. Згодом численні дослідники вивчали це питання, намагаючись висвітлити нечіткі місця теорії Кейнса або запропонувати власні варіанти розв’я​зання проблеми. Ці намагання привели до висновків, що капіталовкладення відіграють основну роль в кон’юнктурній еволюції з двох причин:

1) рішення про інвестиції значною мірою є автономними, вони впливають на зростання обсягів виробництва у двох секторах — предметів споживання та засобів виробництва;

2) зростання обсягів виробництва збільшує доходи, а останні, у свою чергу, впливають на збільшення обсягу виробництва предметів споживання.

Покажемо, як наведені щойно міркування можна спрощено подати у вигляді моделі.

Нехай P — загальний обсяг продукції; C — виробництво предметів споживання; I — виробництво засобів виробництва (що дорівнює капіталовкладенням); R — доходи, які розподіляються. тоді модель запишеться так: 

P = C + I;

C = F (R, u),
( 53)

де u — стохастична складова;
R = P.
У цій моделі I задається автономно, а F є функція, що визначає відповідність між споживанням і розподіленими доходами.

Наведена модель спрощена і повністю не відтворює ні ідей Кейнса, ні справжньої складності фактів. Проте вона порівняно добре пояснює досягнутий рівень виробництва. Адже з трьох записаних щойно рівнянь можна дістати таке рівняння:


P – F (R, u) = I. 
( 54)

Розв’язавши його відносно P, знайдемо рівень виробництва, який пов’язаний з рівнем капіталовкладень. Так, наприклад, якщо F(R) є лінійна функція 
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то рівняння ( 53) набирає вигляду 
[image: image398.wmf](
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Рівняння ( 56) визначає залежність обсягу виробництва P від обсягу капіталовкладень I, які задаються автономно. Коефіцієнти 
[image: image400.wmf]a
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 і 
[image: image401.wmf]b
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 в цьому рівнянні залежать від функції споживання (2.56), тобто від рівня зв’язку між R і C. Зокрема, ця функція вимірює збільшення споживання 
[image: image402.wmf]a

)

, яке пов’язане зі збільшенням доходу на одиницю і називається «граничною схильністю до споживання». Значення 
[image: image403.wmf]a

)

, як правило, менше за одиницю. Зокрема, у моделі Кейнса 
[image: image404.wmf]a

)

 = 0,6. Згідно з цим залежність ( 56) показує, що збільшення капіталовкладень на одиницю зумовлює зростання обсягу виробництва на 
[image: image405.wmf](
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 — коефіцієнт, який завжди більший за одиницю (при 
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 = 0,6 маємо 
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 = 2,5). Цей коефіцієнт вимірює ефект взаємозв’язку між автономним зростанням капіталовкладень та обсягом виробництва і називається мультиплікатором.

Модель ( 53) формалізує теорію Кейнса в її найпростішому вигляді. Але цінність згаданої моделі виходить за ці межі, бо вона дає змогу вивчати різні конкретні питання економічної кон’юнктури в країні, для якої було б знайдено адекватну форму функції F (R, u). Для забезпечення надійності результатів необхідно, щоб модель з потрібним ступенем точності відповідала дійсності, але досягти цього за такої вельми віддаленої схематизації не можна. Кон’юнктурні моделі, застосовувані для короткострокового прогнозування, використовують набагато більше змінних і рівнянь, але їх логічна природа досить близька до природи моделі ( 53).

 9.2. Економетричні моделі Укр. 1-3. Протягом 1960—1970-х років в розвинутих країнах (США, Франції, Німеччині, а також в Україні) для аналізу та прогнозування узагальнених економічних показників було розроблено економетричні моделі розвитку національних економік.

Модель Укр—1 має відносно невелику кількість вхідних показ​ників — екзогенних факторів. Вихідні (ендогенні) фактори розраховуються як розв’язок певної системи рівнянь, яка враховує функціональні взаємозв’язки і структурні співвідношення між економічними показниками, Більшість зв’язків ураховується завдяки регресійному аналізу.

Основні співвідношення моделі Укр—1:


[image: image408.wmf]t

t

t

R

P

F

a

+

a

+

a

=

2

1

0

;


[image: image409.wmf]t

t

t

DF

+

F

=

F

-

1

;


[image: image410.wmf]t

t

P

M

1

0

b

+

b

=

;


[image: image411.wmf]t

t

t

M

P

Y

-

=

;


[image: image412.wmf]t

t

t

t

W

Y

Y

-

W

-

=

~

;


[image: image413.wmf]t

t

t

S

Y

C

-

=

~

;


[image: image414.wmf]t

t

Y

S

~

1

0

n

+

n

=

;


[image: image415.wmf]t

t

t

A

S

I

2

1

0

l

+

l

+

l

=

;
( 57)


[image: image416.wmf]t

t

A

F

m

+

m

=

1

0

;


[image: image417.wmf]2

3

1

2

1

0

-

-

h

+

h

+

h

+

h

=

DF

t

t

t

t

I

I

I

;


[image: image418.wmf]t

t

L

R

1

0

j

+

j

=

;


[image: image419.wmf]t

t

t

t

L

C

L

B

1

0

d

+

d

=

;


[image: image420.wmf]t

t

mt

t

L

Y

L

1

0

Ж

q

+

q

=

,

де Рt — валовий внутрішний продукт;

Rt — чисельність робітників і службовців, які зайняті в галузях матеріального виробництва;

Фt — середньорічний обсяг основних виробничих фондів (ОВФ);

ΔФt — приріст основних виробничих фондів ОВФ;

Мt — матеріальні витрати;

Yt — вироблений національний дохід;

Ỹt — національний дохід, який використовується в державі;

Ωt — сальдо експорту-імпорту;

Wt — втрати продукції;

Сt — фонд споживання;

St — фонд нагромадження;

Аt — амортизаційні відрахування;

Іt — капітальні вкладення виробничого призначення;

Lt — чисельність населення;

Вt — споживання матеріальних благ та послуг;

Lmt — чисельність міського населення,

Жt — житловий фонд у містах.

Параметри α0, β0, ν0, λ0 μ0, η0, φ0, δ0, θ0 — це вільні члени рівнянь, α1, α2, x, β1, ν1, λ1, λ2, μ1, η1, η2, η3, φ1, δ1, θ1 — оцінки параметрів екзогенних змінних (коефіцієнти регресії).

Щоб визначити місце моделі Укр—1, необхідно з’ясувати, наскільки вона віддзеркалює схему взаємодії елементів і чинників валового національного продукту (ВНП) в сучасних умовах (рис.  1). Але експериментальні модельні прогнози мали похибки 1—4 %.

У моделі Укр—2 система рівнянь Укр—1 поширюється на галузеві блоки: 1) промисловість; 2) сільське господарство; 3) будівництво; 4) транспорт і зв’язок; 5) торгівля і громадське харчування; 6) інші галузі матеріального виробництва; 7) зведені показники.
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Рис.  1. Елементи і чинники валового
національного продукту
Особливості моделі Укр—2:

· у рівнянні для промисловості як додатковий самостійний фактор введено час t, а для сільського господарства — фонд посів​них площ G;

· у рівнянні фонду заробітної плати V до галузевих блоків введено також регресійні рівняння:
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де Оt — середньорічний обсяг обігових засобів;

Пt — прибуток;

Qt — постачання мінеральних добрив;

СMt — обсяг будівельно-монтажних робіт;

Гt — вантажообіг транспорту;

ПОt — пасажирообіг;

Зt — обсяг продукції зв’язку;

Tt — роздрібний товарообіг;

P1t — валова продукція промисловості;

Ф4t — основні виробничі фонди транспорту і зв’язку.

γ0, γ1, w0, w1, l0, l1, π0, π1, ξ0, ξ1, i0, i1, (0, (1, (2, h0, h1, h2, х0, х1, х2, х3, ψ0, ψ1 — оцінки параметрів регресії.

Модель Укр—2, як і модель Укр—1, є замкненою системою рівнянь, кількість яких дорівнює кількості невідомих. Завдяки взаємній ув’язці, зміна якого-небудь показника веде до перерахунку більшості інших. Кількість показників моделі Укр — 2 дорів​нює 101.

Модель Укр—3 розроблена на базі моделі Укр—2 з поширенням на економічні райони й адміністративно-господарські області, що дає можливість враховувати регіональний характер багатьох видів ресурсів, насамперед матеріально-технічних і трудо​вих. Ці ресурси виступають як обмеження розвитку певних виробничих комплексів на певній території.

Використання економетричних моделей типу Укр 1—3 з адаптацією до нових економічних і соціальних умов дозволить вирішувати питання комплексного прогнозування основних макроекономічних показників України, здійснювати перевірку нових концепцій і альтернатив економічного розвитку методом імітації, своєчасно виявляти «вузькі» місця в розвитку виробництва і готувати пропозиції щодо поліпшення використання виробничих ресурсів.

Основні параметри регулювання моделей: продуктивність праці за валовим внутрішнім продуктом і за національним доходом; питома вага приросту основних фондів в обсязі кінцевого продукту; коефіцієнти переведення приросту ОВФ у середньоріч​ний приріст; відношення приросту незавершеного будівництва до величини введених ОВФ; частка амортизації, яка спрямовується на реновацію ОВФ, а також основних невиробничих фондів з фон​ду споживання; частка фонду нагромадження у національному доході; частка капітальних вкладень у фонді нагромадження; питома вага запасів товарно-матеріальних цінностей в обсязі оборот​них засобів; робочий час; чисельність зайнятих і їх розподіл за галузями.

Деякі додаткові критерії регулювання в економетричних моделях:

· виробництво валового національного продукту у певних галузях не повинно зменшуватися нижче від встановленого рівня;

· забезпечення необхідної кількості зайнятих відповідно до встановленого мінімуму виробництва національного продукту;

· своєчасне оновлення продукції.

Економетричні моделі в нових умовах мали значну трансформацію. На перше місце вийшли показники експорту, імпорту стратегічно важливих для України видів продукції — електроенергії, вугілля, нафти, газу, металу, цементу, металорізальних верстатів, тракторів, зерна, цукру, м’яса, картоплі, молока тощо. 

 9.3. Динамічна макроеконометрична модель. Незважаючи на загальноприйняті принципи побудови економетрич​ної моделі на макрорівні на основі системи одночасних структур​них рівнянь, ми стикаємося з певним колом теоретичних і практичних питань, які не розв’язані на сьогоднішній день або не мають єдиного рішення для всього класу макромоделей. У цьому підрозділі пропонується один з підходів до побудови макроеконометричної моделі України, яка враховує особливості сучасного стану економіки і спроможна оцінити очікувані зміни її на короткий період.

Важливою ознакою економетричної моделі України, побудованої на основі системи одночасних структурних рівнянь, є її динамічний характер. Економетрична модель стає динамічною, якщо в її рівняння вводяться змінні з відхиленням у часі або ж якщо час є самостійною трендовою змінною. Такі моделі дуже складні з погляду оцінювання параметрів моделі, але специфікація їх за допомогою лагових змінних більш об’єктивно відтворює реальні економічні процеси.

Структура економетричної моделі України включає п’ять взаємопов’язаних блоків:

· виробництво і споживання;
· інвестиції та основні фонди;
· кількість зайнятих і зарплата;
· ціни та грошова маса;
· експорт-імпорт.
Ці блоки містять чотирнадцять регресійних рівнянь і чотири тотожності.

І. Виробництво і споживання
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ІІ. Інвестиції та основні фонди
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ІІІ. Кількість зайнятих і зарплата
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IV. Ціна і грошова маса
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V. Експорт–імпорт
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Тотожність національних рахунків.


[image: image448.wmf].

t

t

t

t

t

t

G

I

E

K

S

Y

+

-

+

+

=

0


Економетрична модель містить 17 ендогенних і 16 екзогенних змінних.

Ендогенні змінні:

Xt — валовий внутрішній продукт у період t;

Ft — основні виробничі фонди в період t;


[image: image449.wmf]1

t

L

— кількість зайнятих у цілому по народному господарстві у період t;

Мt — фонд поточного виробничого споживання у період t;

St — обсяг невиробничого споживання у період t;

Kt — чисті інвестиції у період t;
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t

K

— загальний обсяг інвестування у період t;
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A

 — фонд амортизації у період t;
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t

Y

 — внутрішній національний продукт у період t;

dt — кількість безробітних у період t;

Зt — номінальна заробітна плата у період t;
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t

З

 — реальна заробітна плата в період t;
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P

D

 — приріст індексу цін на споживчі товари в період t;
mt — грошова маса в період t;
Et — експорт товарів і послуг у період t;
It — імпорт товарів і послуг у період t;
Yt — валовий національний продукт у період t.
Екзогенні змінні
rt — норма відсотка у період t;
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P

 — індекс споживчих цін у період t;
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d

 — частка безробітних у загальній кількості працездатного населення;

Xt–1 — валовий внутрішній продукт у період t – 1;
Kt–1 — чисті інвестиції у період t – 1;
St–1 — невиробниче споживання у період t – 1;
Ht — обсяг невиплат по заробітній платі у період t;
mt–1 — грошова маса у період t – 1;
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P

 — приріст індексу цін на споживчі товари в період t – 1;
Еt–1 — експорт товарів і послуг у період t – 1;
Кt–2 — чисті інвестиції у період t – 2;
Kt–3 — чисті інвестиції у період t – 3;
Gt — державні витрати у період t;
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t

P

 — індекс зміни зовнішніх цін на товари і послуги у період t;
Nt — податки, акцизи, мита;

t — трендова складова, що характеризує науково-технічний прогрес;

ukt — стохастична складова, яка входить до k-гo регресійного рівняння моделі 
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Екзогенні змінні включають вісім лагових, що дозволяє враховувати динамічний характер залежностей, бо наслідки змін екзогенних змінних виявлятимуться за межами того періоду часу, до якого вони відносяться. Це буде справедливо і для одночасних змін, що набувають форми імпульсу або сплеску.

 9.4. Моделі пропонування та попиту на конкурент​ному ринку. На конкурентному ринку рівновага обміну встановлюється через рівновагу між пропонуванням і попитом. Нехай g1 і g2 — обсяги попиту і пропонування деякого продукту в певний день на деякому ринку; p — ціна, за якою реалізується продукція. Функції g1 і g2 залежать від p. Оскільки ціна може не влаштовувати покупців і продавців, то кількість проданого товару змінюється. У результаті можна записати дві функції:

g1 = f (p, u) — функцію попиту;

g2 = ((p, () — функцію пропонування.

Знаючи ціну p, можна визначити величини попиту і пропонування. Для існування рівноваги на ринку необхідно, щоб між ними виконувалась рівність. Отже, модель має такий вигляд:


g1 = f (p, u);


g2 = ( (p, ();
( 76)


g1 = g2.

До неї входять дві функції, що характеризують залежність попиту і пропонування від ціни, а також тотожність.

У реальних умовах попит і пропонування певного товару залежать не лише від його ціни, а й від цін товарів, які можуть заміняти або доповнювати даний товар. Попит і пропонування залежать також від інших чинників, наприклад, попит залежить від доходу покупців, а пропонування — від виробничих умов і т. ін. Тоді модель ( 76) можна записати так:


g1t = f (pt , X1t , X2t , ... Xmt , ut);


g2t = ((pt – 1, X1t , X2t , ... Xmt , (t );
( 77)


g1t = g2t.

У цій моделі на відміну від попередньої попит у періоді t залежить від ціни в цьому самому періоді, а пропонування в періоді t залежить від ціни попереднього періоду (t – 1).

Нехай залежність попиту і пропонування від факторів, що впливають на них, лінійна. Тоді економетрична модель запишеться так:

g1t = a0 + a1 pt + a2 X1t + a3 X2t + ... + am + 1 Xmt + ut;
g2t = b0 + b1 pt – 1 + b2 X1t + b3 X2t + ... + bm + 1 Xmt + (t;
g1t = g2t.

Запишемо модель попиту на товар, включивши до неї такі екзогенні змінні (у гр. од.):

X1t — дохід на душу населення (гр. од.);

P1t — ціна одиниці даного товару (гр. од.);

P2t — ціна одиниці взаємозамінюваного товару (гр. од.);

P3t — ціна доповнювального товару (гр. од.);

До моделі пропонування включимо:

P1t — ціну одиниці даного товару (гр. од.);

P2t — ціну одиниці взаємозамінюваного товару (гр. од.);

P3t — ціну доповнювального товару (гр. од.).

Тоді модель попиту і пропонування запишеться так:
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Визначимо ідентифікованість цих рівнянь моделі на основі співвідношення Ks – 1 = m – ms, де ks — ендогенних змінних в s-му рівнянні; m — загальна кількість екзогенних змінних; ms — кількість екзогенних змінних в s-му рівнянні моделі.

Перше рівняння моделі

	
	Умова ідентифікації:
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	k1 = 1
m = 4
m1 = 4
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Рівняння точно ідентифіковане.

Друге рівняння моделі

	
	Умова ідентифікації:
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	k2 = 1
m = 4
m2 = 3
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Рівняння надідентифіковане.

Звідси параметри першого рівняння можна оцінити непрямим методом найменших квадратів, а другого — двокроковим.
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 10. Стислі висновки

1. Наявність прямих та зворотних зв’язків між економічними показниками в багатьох випадках вимагає використання системи одночасних рівнянь. Вони, як правило, містять лінійні рівняння. Нелінійність зв’язків апроксимується лінійними співвідношеннями. Динаміка економічних зв’язків ураховується за допомогою часових лагів або лагових змінних.

2. Система одночасних структурних рівнянь в матричному вигляді запишеться так:

Y = AY + BX + u.

Якщо кожне рівняння системи розв’язати відносно Y, то одержимо зведену форму моделі, яка має вигляд:

Y = RX + v,
де залишки v є лінійною комбінацією залишків u.

3. Зв’язок між коефіцієнтами структурної і зведеної форми моделі запишеться так:

R = (E – A)–1B або

R = – A–1B, або

AR + B = 0.

4. Оцінка параметрів моделі на основі системи одночасних рів​нянь 1МНК даватиме зміщення, яке буде дорівнювати:
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де 
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 — момент другого порядку залежної змінної, який прямує до деякої константи.

5. Чисельна оцінка параметрів моделі на основі одночасових структурних рівнянь пов’язана з проблемою ідентифікації. Необхідна умова ідентифікації системи — справедливість нерівності для кожного рівняння:

ks – 1 ( m – ms,

де ks — кількість ендогенних змінних, які входять в s-те рівняння структурної форми; m — загальна кількість екзогенних змінних моделі; ms — кількість екзогенних змінних, які не входять в s-те рівняння структурної форми моделі.

Якщо записане вище співвідношення виконується як рівність, то відповідне рівняння є точно ідентифікованим, а коли як нерівність, то відповідне рівняння є надідентифікованим. Якщо воно не виконується, то потрібно змінити специфікацію моделі.

6. Якщо в структурній формі моделі 

Y = AY + BX + u
матриця A є трикутною, а залишки характеризуються діагональною матрицею вигляду
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то така система рівнянь називається рекурсивною і для оцінювання параметрів можна застосувати 1МНК.

7. Якщо кожне рівняння моделі є точно ідентифікованим, то для оцінки параметрів моделі можна застосувати непрямий метод найменших квадратів (НМНК). Алгоритм цього методу складається з чотирьох кроків.

Крок 1. Перевіряється умова ідентифікованості для кожного рівняння. Якщо кожне рівняння точно ідентифіковане, то виконується перехід до кроку 2.

Крок 2. Перехід від структурної форми моделі до зведеної.

Крок 3. Оцінка параметрів кожного рівняння зведеної форми моделі 1МНК.

Крок 4. Розрахунок оцінок параметрів рівнянь структурної форми на основі співвідношення 
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, де A і B — параметри структурних рівнянь, а
[image: image471.wmf]R
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— матриця оцінок параметрів зведеної форми моделі.

8. Якщо рівняння структурної форми моделі надідентифіковані, то для оцінки параметрів моделі застосовується двокроковий метод найменших квадратів (2МНК). Система рівнянь для обчислення оцінок двокроковим методом найменших квадратів запишеться так:
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де Y — вектор залежної або ендогенної змінної; Y1 — матриця поточних ендогенних змінних, які входять у праву частину рівняння; X — матриця всіх пояснювальних або екзогенних змінних; X1 — матриця пояснювальних або екзогенних змінних даного рів​няння; 
[image: image473.wmf]A
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 — вектор оцінок структурних параметрів, які стосуються змінних матриці Y1; 
[image: image474.wmf]B

)

 — вектор оцінок структурних параметрів, які стосуються змінних матриці X1.

9. Оператор оцінювання 2МНК запишеться так:
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Дисперсія залишків для кожного рівняння має вигляд:
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Матриця коваріацій параметрів кожного рівняння визначається на основі співвідношення:
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10. Трикроковий метод найменших квадратів (3МНК), на відміну від попередніх, призначений для одночасного оцінювання параметрів всіх рівнянь моделі. Оператор оцінювання 3МНК матиме вигляд:
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де 
[image: image479.wmf]÷

÷

ø

ö

ç

ç

è

æ

=

d

B

A

)

)

ˆ

 — оцінки параметрів моделі; Zs = (Ys Xs) 
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 – Zs — змінні моделі в правій частині s-го рівняння; 
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11. Щоб застосувати 3МНК на практиці необхідне виконання таких вимог:

1) розпочинаючи оцінювати параметри моделі, слід вилучити всі тотожності;

2) виключити з системи кожне неідентифіковане рівняння;

3) за наявності серед рівнянь системи точно ідентифікованих та надідентифікованих 3МНК доцільно застосовувати до кожної з груп рівнянь окремо;

4) якщо група надідентифікованих рівнянь має тільки одне рів​няння, то 3МНК перетворюється на 2МНК;

5) якщо матриця коваріацій для структурних залишків є блочно-діагональною, то вся процедура оцінювання на основі 3МНК може бути застосована окремо для кожної групи рівнянь, які відповідають одному блоку.

12. Точковий прогноз залежних ендогенних змінних визначається на основі приведеної форми економетричної моделі
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де Xf — вектор прогнозних екзогенних змінних.

Визначення довірчих інтервалів для цього прогнозу залежить від методу, за допомогою якого було одержано матрицю 
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13. Iнтервали довіри для кожної ендогенної змінної задаються співвідношенням
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де 
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 — дисперсія залишків s-го рівняння моделі;

t((/2) = F(().
14. Iнтервали довіри для всіх ендогенних змінних визначаються так:
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де 
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 — незміщена дисперсія залишків усіх рівнянь моделі.

Ці інтервали будуть ширшими, ніж тоді, коли їх задавати для кожної ендогенної змінної окремо.
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