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What is Al, ML, DL, DS?




Artificial Intelligence — Al

History

History of Al

Al has experienced several hype cycles, where it has oscillated
between periods of excitement and disappointment.

Early Expert Neural Machine Deep
algorithms J systems | networks learning learning
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Artificial Intelligence — Al

History

1950s: Early Al

« 1950: Alan Turing developed the Turing test
to test a machines ability to exhibit intelligent
behavior.

« 1956: Artificial Intelligence was accepted as a
field at the Dartmouth Conference.

e 1957: Frank Rosenblatt invented the
perceptron algorithm. This was the precursor
to modern neural networks.

* 1959: Arthur Samuel published an algorithm
for a checkers program using machine
learning.



Artificial Intelligence — Al

History

The First “Al Winter”

 1966: ALPAC committee evaluated Al
techniques for machine translation and
determined there was little yield from the
investment.

* 1969: Marvin Minsky published a book on
the limitations of the Perceptron algorithm
which slowed research in neural networks.

« 1973: The Lighthill report highlights Al's
failure to live up to promises.

« The two reports led to cuts in government John R Bi . ' y—
funding for Al research leading to the first “Al BB S, (St

Winter."”



Artificial Intelligence — Al

History

1980's Al Boom

* Expert Systems - systems with programmed
rules designed to mimic human experts.

* Ran on mainframe computers with specialized
programming languages (e.g. LISP).

« Were the first widely-used Al technology, with
two-thirds of "Fortune 500" companies using
them at their peak.

« 1986: The “Backpropogation” algorithm is able
to train multi-layer perceptrons leading to new
successes and interest in neural network
research.

Early expert
systems machine
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History

Another Al Winter (late 1980’s — early 1990s)

« Expert systems’ progress on solving business problems slowed.

« Expert systems began to be melded into software suites of general
business applications (e.g. SAP, Oracle) that could run on PCs instead
of mainframes.

» Neural networks didn't scale to large problems.

* Interestin Al in business declined.
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History

Late 1990's to early 2000's: Classical Machine

Learning

« Advancements in the SVM algorithm led to it
becoming the machine learning method of choice.

» Al solutions had successes in speech recognition,
medical diagnosis, robotics, and many other areas.

» Al algorithms were integrated into larger systems
and became useful throughout industry.

 The Deep Blue chess system beat world chess
champion Garry Kasparov.

* Google search engine launched using artificial
intelligence technology.

IBM supercomputer
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History

2006: Rise of Deep Learning

« 2006: Geoffrey Hinton publishes a paper on
unsupervised pre-training that allowed deeper
neural networks to be trained.

* Neural networks are rebranded to deep learning. I M A G E N ET

« 2009: The ImageNet database of human-tagged
images is presented at the CVPR conference.

« 2010: Algorithms compete on several visual
recognition tasks at the first ImageNet
competition.
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Modern Era

Deep Learning Breakthroughs (2012 - Present)

* In 2012, deep learning beats previous
benchmark on the ImageNet competition.

* In 2013, deep learning is used to
understand “conceptual meaning” of words.

* In 2014, similar breakthroughs
appeared in language translation.

* These have led to advancements in Web
Search, Document Search, Document
Summarization, and Machine Translation.
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Google Translate
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Modern Era

Deep Learning Breakthroughs (2012 — Present)

* In 2014, computer vision algorithm can
describe photos.

* In 2015, Deep learning platform
TensorFlow* is developed.

* In 2016, DeepMind* AlphaGo,
developed by Aja Huang, beats Go
master Lee Se-dol.
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Modern Era

Al Breakthroughs

Image classification Machine translation

§57

e o

“Dog” “Cat”
As of 2015, computers can be trained | | As of 2016, we have achieved near-
to perform better on this task than human performance using the latest

humans. Al techniques.
- N\ /
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Modern Era

How Is This Era of Al Different?

Bigger
Datasets

Faster
Computers

Cutting Edge
Results in a
Variety of Fields




Artificial Intelligence — Al

Modern Era

Other Modern Al Factors

« Continued expansion of open source Al, it A

0010101010 11101100 11100001 10100100 0100100¢ *711
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especially in Python’, aiding machine o i * m”""""“"m“;'.éwﬁ“mm
learning and big data ecosystems. i

* 0111 00000101 00100011 11010010 IDL Ll ﬂ“

* Leading deep learning libraries open ot "°‘?'~*

sourced, allowing further adoption by 'goo i ey O\ alt -
industry. " | i

* Open sourcing of large datasets of
millions of labeled images, text datasets
such as Wikipedia has also driven
breakthroughs.
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Modern Era

Al Is The New Electricity

“About 100 years ago, electricity
transformed every major industry. Al
has advanced to the point where it
has the power to transform...every
major sector in coming years.”

-Andrew Ng, Stanford University




Artificial Intelligence — Al
Definitions

* “BrniacTuBICTb IHTENEKTYarbHUX CUCTEM BUKOHYBATU
TBOPYI PYHKLII, AKI TPaAULIMHO BBaXatloTbCs
npeporatneoro NnoanHu. ” (Wikipedia)

* “A branch of computer science dealing with the simulation
of intelligent behavior in computers.” (Merriam-Webster)

* “A program that can sense, reason, act, and adapt.” (Intel)

- “Machine learning is a field of study that gives computers
the ability to learn without being explicitly programmed.”
(Arthur Samuel, 1959)

. “A computer program is said to learn from experience E
with respect to some class of tasks T and performance
measure P, if its performance at tasks in T, as measured
by P, improves with experience E.” (Mitchell)
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Problems

~ Deep Learning
r— Predictive Analytics
r Machine Learning Anomaly Detection
 ——L Forecasting ==
Robotics

s Machiine Translation

e Nat ural Language Processing

Summarization & Clustering

——— Classification & Categorization

- Expert Systems A Information Retrieval & Extraction
A — Speech Recognition l
Artificial
Intelligence
(, Computer Vision
N

Vision Systems

Planning & Scheduling

Search & Optimization

Scene Recognition

Object Recognition

Image Generation

Text to Speech ———
Speech to Text ——
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Definitions

Machine Learning

“The study and construction of
programs that are not explicitly
programmed, but learn patterns as
they are exposed to more data over
time.” (Intel)

ARTIFICIAL INTELLIGENCE

A program that can sense, reason,
act, and adapt

MACHINE LEARNING

Algorithms whose performance improve

as they are exposed to more data over time
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Learn from data

Machine Learning

These programs learn from repeatedly seeing data,
rather than being explicitly programmed by humans.

‘ SPAM?
* p—

Emails are labeled as The more emails the ...the better it gets at
spam vs. not program Sees... classification

Machine

Learning
Program
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Example

Machine Learning Example

» Suppose you wanted to identify fraudulent credit card transactions.

* You could define features to be:

* Transaction time

* Transaction amount

* Transaction location
« Category of purchase

» The algorithm could learn what feature
combinations suggest unusual activity.
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Limitations

Machine Learning Limitations

e Suppose you wanted to determine if an
image is of a cat or a dog.

« What features would you use?

« This is where Deep Learning can come in.

U e Y .\ A
A f‘? A 3
. < ”,

Dog and cat recognition
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Definitions

Deep Learning
ARTIFICIAL INTELLIGENCE

A program that can sense, reason,

“Machine learning that involves using act, and adapt
very complicated models called “deep
neural networks”." (Intel)

MACHINE LEARNING
. . Algorithms whose performance improve
Models determine best representation by e rore data e Yime
of original data; in classic machine
learning, humans must do this. DEEP

LEARNING

Subset of machine learning in
which multilayered neural

networks learn from
vast amounts of data
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Example

Deep Learning Example

Classic
Machine
Learning

Step 1: Determine
features.
Step 2: Feed them
through model.

Feature
Detection

»

Machine
Learning
Classifier
Algorithm

» "Arjun“

Deep
Learning
Steps 1 and 2
are combined
into 1 step.

Neural Network

hidden laver 3




Big Data

2007 ANALOG
19 exabytes

- Paper, film, audiotape and vinyl: 6 %
- Analogvideotapes (VHS, etc): 94 % ANALOG

Global Information Storage Capacity
in optimally compressed bytes

- Portable media, flash drives: 2%
- Portable hard disks:2.4 % DIGITAL &
- CDs and minidisks:6.8%
- Computer serversand mainframes:8.9 %
- Digital tape: 11.8 %
1986
ANALOG ,"
'2.6 axabvtes -DVD/Blu-ray: 22.8 % ‘
' . DIGITAL
DIGITAL =4 ’ STORAGE
0.02 exabytes
- PC hard disks:44.5%
2002 A 123 billion gigabytes
“beginning
of the digital age”
50%
% digital: R 5 i e
1% 3% 25% 94 % DIGITAL
280 exabytes

Source: Hilbert, M., & Lopez, P. (2011). The World’s Technological Capacity to Store, Communicate, and
Compute Information. Science, 332(6025), 60 —65. http://www.martinhilbert.net/WorldinfoCapacity.html




Big Data

Landscape of Technologies

* File system

* Distributed programming frameworks
* Data integration

* Databases

* Machine learning

* Security

* Scheduling

* Benchmarking

e System deployment

* Service programming




Big Data

Ecosystem

Apache MapReduce
HDFS: Hadoop File System [ Apache Pig
Red Hat GlusterFS JAQL
QuantCast FileSystem [©{ Distributed filesystem —— Apache Spark
Ceph FileSystem / Distributed programming | Netflix PigPen
Tika Apache Hama
GraphBuilder e
T[] —
Giraph | Mahout
WEKA
Oozie Heut
Sparkling Water
MADLib
GridMix 3 Machine leaming 1“1 SPARK o
PUMA Benchmarking [©] Benchmarking | el
) PyBrain
Python libraries
— Y e = 1 PylLearn2
Mesos
HUE =
' R libraries
— 124 Syslem de t P —
Ambari ys ploymen
MongoDB




SPARK

Document store <

Python libraries

R libraries

e

Key-value store <

NoSQL &

NoSQL & New SQL databases |-

Column database

| HyperTable
Cassandra

Graph database

New SQL &

Neo4dJ
Phholn
Hive

—

HCatalog

—

SQL on Hadoop &l Drill

New SQL &

E[e[

9
:

Impala

g
g

|
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Data Science — DS

* “Data science is an interdisciplinary field that uses scientific
methods, processes, algorithms and systems to
extract knowledge and insights from data in various forms,
both structured and unstructured, similar to data mining.”
(Wikipedia)

* Turing award winner Jim Gray imagined data science as a
"fourth paradigm" of science (empirical, theoretical,
computational and now data-driven)

* "The Sexiest Job of the 21st Century" — Harvard Business
Review, 2012




Data Science Process

1 1: Setting the research goal J@

@ J

— 2: Retrieving data

— 3: Data preparation |®

— 4: Data exploration |®

N

— 5: Data modeling |®

— 6: Presentation and automation ]@
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Drew Conway, 2010

=) 2
QQ II\.nea:rr:ll‘neg O% @,/

Substantive
Expertise
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Brendan Tierney, 2012

Data Science Is Multidisciplinary

Business - ‘ Domain
rate nowledge




Data Science — DS
Steven Geringe, 2014

Data Science Ven

Diagram v2.0

Data Science

Computer / Machine Math and
Science ' Learning Statistics
s

Unicorn

Traditional
Software
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Data Scientist Portrait

I am a part analyst &
part artist.I use my

M- GETU « - INTEGRR(Q-IN) EA X IN X X
=234 v
W= -/ 83

analytical and technical
abilities to extract

. O gxmxu M4
. . . - EUTUO-Y - X SUTI00
meaning / insights from i ﬁf’ Py

(va) M2
Vooae  SUTUO0 - R XONTESRAL)(R TO AF) £ 00 T OGO 0T

reC0-m1 /ﬁu

T« S22 500 2 - 00211 WL - (07 - XD 27 L

massive data sets.

WHAT DO I RELY ON? ‘
- Analytics THE PROCESS | FOLLOW

Predictive Models

Statistical Analysis & Modeling
Data Mining

Sentiment Analysis

What-if Analysis

HOW DO | HELP ORGANIZATIONS TODAY?

= Increase dataaccuracy = Reduce costs
= Develop strategies = Mitigate risks
= Improve operational efficiency =

satalt S P

Offer personalized products/services

 WHAT DO I DO?

1.1 cleanse existing raw data &
build models to predict future
data.

2.1go beyond merely collecting
and reporting data, to look at
data from multiple angles & give
meaning to it.

3.Iidentify the correct business
problem(s) & offer solutions (via
visualizations, reports or blogs)
by best applying the data.

WHAT DO I EARN?

After oil & gas geologists,
mine is the 2™ highest paid
job in the world!

100,000
to
150,000
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Data Scientist — what does it take?

DATA SCIENTIST - WHAT DOES IT TAKE?

Data Scientist is fast becoming the most sought after job of the 21st century, requiring a blend of
multidisciplinary skills including, but not limited to, mathematics, statistics, computer science,
communication and general commercial acumen.

PROGRAMMING
& DATABASE <I>

« Computer science fundamentals
o Python, R, SAS, Scala
e Statistical computing package
» Database SQL and NoSQL
» Relational algebra
® Parallel databases and
parallel query processing
« MapReduce concepts
* Hadoop, Hive/Pig and Spark
e Customer reducers
e Experience with xaaSs like AWS
° Engineering

e Supervised Learning:
decision trees e

fo logi

e Unsupervised Learning;
clu

ering, dimensionality

eduction
Optimisation: ¢

ent and variants

If you're interested in exploring
potential opportunities within
this fast paced and dynamic
market, our specialist team of
consultants are primed and
ready to assist you.

Get in touch today!
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oad to Data Scientist

How much Data? (@)

%,
%
%

%
(B J

Using ETL (@)

Google OpenRefine (@)

. . Feature

A Sampling (@)

Stratified
sampling @

Principal
Component ()
Analysis

Extraction

Clustering Using

Mahout

Using
Weka

@ Using NLTK

Linear Regression ()

Ranking (@)

Regression

Classification

Fundamentals

Matrices & Linear Algebra Fundamentals ()

Prob Den Fn (PDF) (@@
S,

ANOVA @
Skewness (@)

Continuos Distributions .
Hash Functions, Binary Tree, O(n) d\lorma/‘ Poisson, Gaussian)

Cumul Dist Fn (COF) (@) Data Frames (@)

Relational Algebra, DB Basics
b ® Factors ()

LUEVE
Reading Raw Data () ys @

o Matrices
Subsetting Data (@) ®

Vectors (@)

Random Variables (@) Reading CSV Data (@)

Inner, Outer, Cross, Theta Join (@)

Bayes Theorem
CAP Theorem () ®

LELITETETEY .
Data Frames & Series ()

Sharding (@)

oLAP @

Multidimensional Data Mode! ()

L@

Reporting Vs BI Vs Analytics (@)

Probability Theory (@)

Manipulate

Percentiles & Outliers . Data Frames

&,

il

@ oy,

Histograms (@) ;;’(%/, 4/7%3/ Functions (@) variables [ ]
s

Exploratory Data Analysis ()

& ) Descriptive Statistics
8”& (mean, median, range, SD, Var)

R Basics (@)

R Setup
R Studio

. &)
Qe
%,
3. Programming

g
b‘,r&

S &
S

4
&
N

O

Pick a Dataset
(UCI Repo)

Expressions (@)

@ Data Exploration in R (Hist, Boxplot etc)

@ uni, Bi & Multivariate Viz

@ oo

@ Histogram & Pie (Uni)

o 10. Toolbox

@ s Excel wl Analysis ToolPak

@ Tree & Tree Map
@ scatter Plot (8i)

@ Line Charts (8i)
@ Java, Python
@ R Rstudio, Rattle

. Spatial Charts

@ survey Plot

Q":{) @ Ttimeline
@ Dccision Tree

@ Weka, Knime, RapidMiner
@ Hadoop Dist of Choice
@ spark, Storm

@ Flume, Scibe, Chukwa
@ '\utch, Talend, Scraperwiki
Zookeeper . Webscraper, Flume, Sqoop

Avro
Rapid (@) Name & Data Nodes

Miner Storm: Hadoop (@) tm, RWeka, NLTK

Realtime
@ rHPE

Rhadoop,
@ 03is. ggplot2, Shiny

. Setup Hadoop (IBM / Cloudera / HortonWorks)
RHIPE

@

@ Cassandra

1BM
@ s @ Data Replication Principles

@ Hors

@ Hadoop Components
@ longoDB, Neodj

@ Vap Reduce Fundamentals

O rowom |
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Skills of Data Scientist (Udacity)

Machine
Data Learning Data Data
Analyst Engineer  Engineer  Scientist

Programming Tools ‘

Data Visualization and
Communication

Data Intuition ‘

Statistics
Data Wrangling
Machine Learning

Software Engineering

Multivariable Calculus and
Linear Algebra

Not that Somewhat Very
important important important
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What is Machine Learning?

WHAT IS MACHINE LEARNING?

Machine learning allows
computers to learn and
infer from data.




Machine Learning

in Our Daily Lives

MACHINE LEARNING IN OUR DAILY LIVES

SPAMFILTERING




Machine Learning

in Our Daily Lives

MACHINE LEARNING IN OUR DAILY LIVES

SPAMFILTERING WEB SEARCH




Machine Learning

in Our Daily Lives

MACHINE LEARNING IN OUR DAILY LIVES

SPAM FILTERING WEB SEARCH POSTAL MAIL ROUTING




Machine Learning

in Our Daily Lives

MACHINE LEARNING IN OUR DAILY LIVES

SPAM FILTERING

WEB SEARCH POSTAL MAIL ROUTING

MOVIE RECOMMENDATIONS VEHICLE DRIVER ASSISTANCE

FRAUD DETECTION

SOCIAL NETWORKS SPEECH RECOGNITION
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Vocabulary

Petal
Samples ™~
(instances, observations)

Sepal Petal Petal
length  width

- 5.1 3.5 1.4 0.2 Setosa

Sepal
length width

2 4.9 3.0 1.4 0.2 Setosa

50 |6.4 8.5 45 1.2 Versicolor #

150 | 5.9 3.0 5.0 1.8 Virginica

\ Sepal
/ Class labels

(targets)

Features
(attributes, measurements, dimensions)
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Vocabulary

MACHINE LEARNING VOCABULARY

* Target: predicted category or value of the data
(column to predict)
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Vocabulary

Sepal length Sepal width Petal length Species
6.7 3.0 5.2 2.3

Virginica
6.4 2:8 5.6 25 Virginica
4.6 3.4 1.4 0.3 Setosa
6.9 341 4.9 i1:5 Versicolor
4.4 2.9 1.4 0.2 Setosa
4.8 3.0 1.4 0.1 Setosa
5.9 3.0 5.1 1.8 Virginica
5.4 319 i3 0.4 Setosa
4.9 (0] 1.4 0.2 Setosa

5.4 3.4 7/ 0.2 Setosa
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Vocabulary

MACHINE LEARNING VOCABULARY

Sepal length Sepal width Petal length Petal width Species
6.7 3.0 52 23 Virginica '\

6.4 2.8 5.6 25 Virginica
Target

4.6 3.4 1.4 0.3 Setosa

6.9 311 4.9 i1:5 Versicolor

4.4 2.9 1.4 0.2 Setosa

4.8 3.0 1.4 0.1 Setosa

5.9 3.0 5.1 1.8 Virginica

5.4 319 i3 0.4 Setosa

4.9 3.0 1.4 0.2 Setosa

5.4 Bl 7 0.2 Setosa
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Vocabulary

MACHINE LEARNING VOCABULARY

* Target: predicted category or value of the data
(column to predict)

» Features: properties of the data used for prediction
(non-target columns)
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Vocabulary

MACHINE LEARNING VOCABULARY

Sepal length ’ Sepal width ‘ Petal length Petal width Species
/ 67 3.0 5:2 2.3 Virginica
6.4 2.8 5.6 25 Virginica
Features
4.6 3.4 1.4 0.3 Setosa
6.9 311 4.9 1.5 Versicolor
4.4 2.9 1.4 0.2 Setosa
4.8 3.0 1.4 0.1 Setosa
5.9 3.0 5.1 1.8 Virginica
5.4 319 i3 0.4 Setosa
4.9 3.0 1.4 0.2 Setosa

5.4 Bl 7/ 0:2 Setosa




Machine Learning — ML

Vocabulary

MACHINE LEARNING VOCABULARY

* Target: predicted category or value of the data
(column to predict)

» Features: properties of the data used for prediction
(non-target columns)

= Example: a single data point within the data
(one row)
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Vocabulary

Sepal length Sepal width Petal length Species
6.7 2410) 5.2 2.3

Virginica
6.4 2.8 5.6 25 Virginica
Examples > 46 3.4 14 03 Setosa
6.9 3.1 4.9 1.5 Versicolor
4.4 2.9 1.4 0.2 Setosa
4.8 3.0 1.4 0.1 Setosa
5.9 3.0 5.1 1.8 Virginica
5.4 319 i3 0.4 Setosa
4.9 3.0 1.4 0.2 Setosa

5.4 3.4 1074 0.2 Setosa
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Vocabulary

MACHINE LEARNING VOCABULARY

* Target: predicted category or value of the data
(column to predict)

* Features: properties of the data used for prediction
(non-target columns)

= Example: a single data point within the data
(one row)

= Label: the target value for a single data point
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Vocabulary

Sepal length Sepal width Petal length Species
6.7 3.0 5.2 2.3

Virginica
6.4 2.8 5.6 25 Virginica
4.6 3.4 1.4 03 Setosa <— Label
6.9 311 4.9 i1:5 Versicolor
4.4 2.9 1.4 0.2 Setosa
4.8 3.0 1.4 0.1 Setosa
5.9 3.0 5.1 1.8 Virginica
5.4 319 i3 0.4 Setosa
4.9 3.0 1.4 0.2 Setosa

5.4 Bl 7 0.2 Setosa
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Vocabulary (synonyms)

MACHINE LEARNING VOCABULARY (SYNONYMS)

= Target: Response, Output, Dependent Variable, Labels
» Features: Predictors, Input, Independent Variables, Attributes
» Example: Observation, Record, Instance, Datapoint, Row

» Label: Answer, y-value, Category
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Two Main Types

Two Main Types of Machine Learning

Dataset Goal Example

Supervised Make Fraud

: Has a target column S :
Learning predictions detection
Unsupervised Does not have a Find structure Customer
Learning target column in the data segmentation
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Types of Machine Learning

TYPES OF MACHINE LEARNING

W Data points have known outcome
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Types of Machine Learning

TYPES OF MACHINE LEARNING

W Data points have known outcome
M Data points have unknown outcome
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Types of Machine Learning

TYPES OF MACHINE LEARNING

W Data points have known outcome
M Data points have unknown outcome
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Types of Supervised Learning

TYPES OF SUPERVISED LEARNING

W Outcome is continuous (numerical)
CI_ASSIHCATIUN Outcome is a category
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Types of Machine Learning

TYPES OF MACHINE LEARNING

W Data points have known outcome
W Data points have unknown outcome
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Types of Unsupervised Learning

TYPES OF UNSUPERVISED LEARNING

BI_USTERING Identify unknown structure in data

- Use structural characteristics to

DIMENSIONALITY REDUCTION simplify data
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Types of Supervised Learning

TYPES OF SUPERVISED LEARNING

RERESSON

CI_ASSIHCATIUN Outcome is a category
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Regression (example)

BEC | pocT | cp.aA. | non | Bo3pact (y)
BOJIOC

x1 | 96 | 170 | kopoTkne | ™ 42
X, | 60 | 180 | kopoTkne | M 25
x3 | b4 | 165 | pnuHHbIEe | XK 30
X | 83 | 178 | kopoTkue | x 47

X100 | 108 | 193 | anuHHbIE | XK 32
3apna4va oby4deHus: onpefennTb BO3PacT
x = (75, 184, kopoTkue', 'm"), y =7
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Regression (graphical representation)

® &
”
®®/®
® &~
/ R ®
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Types of Supervised Learning

TYPES OF SUPERVISED LEARNING

W Outcome is continuous (numerical)
CLASSICATION
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Classification (example 1)

nynbC | reMornobuH ANArHoO3
x| 70 140 3p0pos (y = —1)
Xo 60 160 snopos (y = —1)
X3 94 120 Muokapaut (y = 1)
X114 | 86 08 Muokapaut (y = 1)

Obyuvatouwas BbibopKa:
((70,140), —1),(60,160), —1),(94,120).1)...,(86,98), 1))

3apayva o0yyeHus: HoBbll naumeHT x = (75,128), y =7
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Classification (example 1)

o
{;q_
— g
-
E— : ...
1
o 3
m [ 3
L't
= o |
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: 4 -
@ L
= I
by
| | |
1.0 1.5 20
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Classification (example 2)

BEC | POCT | BO3pAcCT | Cp.AN.BOJIOC noJs
x1 | 96 | 170 42 0 M(y =—1)
xp | 60 | 180 25 8 M(y =—1)
x3 | 54 | 165 30 21 x (y =1)
xy | 83 | 178 47 18 x (y =1)

3apadva obyyeHuns: x = (75,184,28,10), y =7
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Classification (graphical representation)

/
Xzeee / 6‘)@@
o /@0 g
/
& © @@@@
© O / D
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Supervised Learning Overview

Precipitation | Humidity Pressure | Temperature Output Labels
Corresponds ’
to Py
Training Data
Training
Precipitation | Humidity Pressure | Temperature Predicted Label
P Supervised Model —— Predict S Oil

New Previously Unseen Input
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Supervised Learning Overview

SUPERVISED LEARNING OVERVIEW

Datawith —_—— Fit E m
answers

Data without m _ predict Predicted
answers answers
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Regression: Numerical Answers

REGRESSION: NUMERICAL ANSWERS

Movie data with + Model Fit ——> m
revenue

Movie data m | predict —» Predicted
(unknown revenue) revenue
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Classification: Categorical Answers

CLASSIFICATION: CATEGORICAL ANSWERS

Labeled +

e Fit ——>
Unlabeled - m — Predict —> Labels
data
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Classification: Categorical Answers

CLASSIFICATION: CATEGORICAL ANSWERS

Emails labeled as + -
spam/not spam Model —— Fit —>

Unlabeled m __ predict —> SPamor
emails not spam
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Types of Unsupervised Learning

TYPES OF UNSUPERVISED LEARNING

BLUSTERING Identify unknown structure in data
Use structural characteristics to
DIMENSIONALITY REDUCTION e
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Clustering (example 1)

INTRODUCTION TO UNSUPERVISED LEARNING

Users of a web application:

» One feature (age)

—0-0000—0000000—

Age




Machine Learning — ML

Clustering (example 1)

INTRODUCTION TO UNSUPERVISED LEARNING

Users of a web application:

* One feature (age)

= Two clusters

—0-0000—0-00-0-0-0—

Age
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Clustering (example 1)

INTRODUCTION TO UNSUPERVISED LEARNING

Users of a web application:

= One feature (age)

= Three clusters

—0-0000—0)-00-0-0-0—

Age
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Clustering (example 1)

INTRODUCTION TO UNSUPERVISED LEARNING

Users of a web application:

» One feature (age)

= Five clusters
00 - — 00000—

Age
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Clustering (example 2)

BEC | pocT | BO3pacT | Cp.An.BOSOC
x1 | 96 | 170 42 KOPOTKUE
X, | 60 | 180 25 KOPOTKUeE
x3 | b4 | 165 30 OJTNHHbIE
Xga | 83 | 178 47 KOPOTKME

X100 | 108 | 193 32 OJTNHHbIE

3apgada o0y4eHus: oTragaTtb NOA BCEX NHOAENR W3
oby4atoLeli BbIOOPKY
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Clustering (graphical representation)
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Types of Unsupervised Learning

TYPES OF UNSUPERVISED LEARNING

BLUSTERING Identify unknown structure in data
Use structural characteristics to
DIMENSIONALITY REDUCTION e




Machine Learning — ML

Dimensionality Reduction (graphical representation)
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Unsupervised Learning Overview

UNSUPERVISED LEARNING OVERVIEW

Unlabeled data (no answers) —— Fit —> STRUCTURE

New unlabeled m 4 Map new data

data to structure
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Clustering: Finding Distinct Groups

CLUSTERING: FINDING DISTINCT GROUPS

Text articles of +

_ vodet |— it —> ([
unknown topics

. - . Predict
e|i(t articles 0 + m — Predict —>  similar
unknown topics articles
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Dimensionality Reduction: Simplifying Structure

DIMENSIONALITY REDUCTION: SIMPLIFYING STRUCTURE

High resolution
images

+

Model

L Fit —>

High resolution
images

+ [N

— Predict —>

Compressed
images
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Reinforcement Learning

< 1. Get Environment State <
' ' . 2. Perform Action >
< 3. Get Reward or Penalty
AGENT

4. Update Action Policies (Learning) l

S
- B E

S B B
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Types of Machine Learning

Machine Learning Types
: . Unsupervised Semi-supervised Reinforcement
Supervised Learning : .
Learning Learning Learning
Continuous Categorical : " : Categorical Target variable
Target Variable Target Voriable Target variable not available Categorical Target Variable Target Variable not ssutlabls
Regression Classification Clustering Association Classification Clustering Classification Control
| | | I | | | |
| I | I | | I |
Y X v L 4 2 ¥ ¥ ¥
Housing Price Medical Customer Market Basket Text Lane-finding Optimized B i
Prediction Imaging Segmentation Analysis Classification on GPS data Marketing
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Supervised Learning

. . simplilearn
Supervised Learning
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Raw Data Code and lost new sample Algorithm Product of trained Manual Production
data - feedback algorithm Verification
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Unsupervised Learning

Unsupervised Learning
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Semi-Supervised Learning

Semi-Supervised Learning simpljlearn
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Reinforcement Learning

Reinforcement Learning simplilearn
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