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PREFACE

ome of the most important scientific accomplishments of the twentieth century occurred
Sin the field of genetics, beginning with the rediscovery of Mendel’s laws of heredity and
ending with the first draft of the complete DNA sequence of the human genome. The pace
of discoveries has continued to accelerate in the first part of the twenty-first century. One
of the most dramatic developments in the behavioral sciences during the past few decades is
the increasing recognition and appreciation of the important contribution of genetic factors
to behavior. Genetics is not a neighbor chatting over the fence with some helpful hints—it is
central to the behavioral sciences. In fact, genetics is central to all the life sciences and gives
the behavioral sciences a place in the biological sciences. Genetic research includes diverse
strategies, such as twin and adoption studies (called quantitative genetics), which investigate
the influence of genetic and environmental factors, as well as strategies to identify specific
genes (called molecular genetics). Behavioral geneticists apply these research strategies to the
study of behavior in biopsvchologv, clinical psychology, cognitive psychology, developmental
psychology, educational psychology, neuroscience, psychopharmacology, and social psychol-
ogy, and increasingly in other areas of the social sciences such as behavioral economics and
political science.

The goal of this book is to share with you our excitement about behavioral genetics, a field
in which we believe some of the most important discoveries in the behavioral sciences have
been made in recent vears. This sixth edition continues to emphasize what we know about
generics in the behavioral sciences rather than how we know it. Its goal is not to train students
to become behavioral geneticists but rather to introduce students in the behavioral, social, and
life sciences to the field of behavioral genetics.

This sixth edition presages a passing of the baton to the next generation. Two new and
younger authors (Knopik and Neiderhiser) have joined forces with two authors from the pre-
vious editions (Plomin and DeFries), which has brought new energy and ideas that help to
capture developments in this fast-moving and highly interdisciplinary field. In addition to
updating research with more than 550 new references, this edition represents a substantial
reorganization. One feature of this edition is that it highlights the value of behavioral genetics
for understanding the environment (Chapter 7) and its interplay with genetics (Chapter 8). At



first, chapters on the environment might seem odd in a textbook on genetics, but in fact the
environment is crucial at every step in the pathways between genes, brain, and behavior. One
of the oldest controversies in the behavioral sciences, the so-called nature (genetics) versus
nurture (environment) controversy, has given way to a view that both nature and nurture are
important for complex behavioral traits. Moreover, genetic research has made important dis-
coveries about how the environment affects behavioral development,

We have also expanded our coverage of gene expression and especially epigenetics as
pathways between genes and behavior (Chapter 10). Our review of cognitive abilities includes
the new area of brain imaging genetics (Chapter 13). Coverage of psychopathology has been
expanded (Chapters 14, 15, and 16), a new section on behavioral economics has been included
(Chapter 17), and a new chapter on substance use disorders has been added (Chapter 18), re-
flecting the enormous growth of genetic research in these areas.

We begin with an introductory chapter that will, we hope, whet your appetite for learn-
ing about genetics in the behavioral sciences. The next few chapters present the basic rules of
heredity, its DNA basis, and the methods used to find genetic influence and to identify specific
genes. The rest of the book highlights what is known about genetics in the behavioral sciences.
The areas about which the most is known are cognitive disabilities and abilities, psychopa-
thology, personality, and substance abuse. We also consider areas of behavioral sciences that
were introduced to genetics more recently, such as health psychology, aging, and evolutionary
psychology. Throughout these chapters, quantitative genetics and molecular genetics are in-
terwoven. One of the most exciting developments in behavioral genetics is the ability to begin
to identify specific genes that influence behavior. The last chapter, “The Future of Behavioral
Genetics,” has been reviewed by 30 of the world’s top behavioral geneticists and represents a
consensus statement about the future of the field.

Because behavioral genetics is an interdisciplinary field that combines genetics and the
behavioral sciences, it is complex. We have tried to write about it as simply as possible without
sacrificing honesty of presentation. Although our coverage is representative, it is by no means
exhaustive or encyclopedic. History and methodology are relegated to boxes and an appendix
to keep the focus on what we now know about genetics and behavior. The appendix, by Shaun
Purcell, presents an overview of statistics, quantitative genetic theory, and a type of quantita-
tive genetic analysis called model fitting. In this edition we have retained an interactive Web
site that brings the appendix to life with demonstrations: http://pngu.mgh.harvard.edu/pur-
cell/bgim/. The Web site was designed and written by Shaun Purcell. A list of other useful
W'eb sites, including those of relevant associations, databases, and other resources, is included
after the appendix. Following the Web sites list is a glossary; the first time each glossary entry
appears in the text it is shown in boldface type.

We thank the following individuals, who gave us their very helpful advice for this new edi-
tion: Arpana Agrawal, Washington University; Ros Arden, King$ College London; Dorret Boomsma,
VU U niversity Amsterdam; S. /Alexandra Burt, Michigan State University;John Crabbe, Oregon Health
& Science University; Oliver Davis, King's College London; Lisbeth DiLalla, Southern Hlinois Univer-
sity; Bruce Dudek, State University of New York, Albany; Richard Duhrkopf, Baylor University; Gary
Dunbar, Central Michigan University; Thalia Eley, Kings College London; Cathy Fernandes, King$
College London;Jonathan Flint, University of Oxford; Sarah Francazio, Providence College; Corina
Greven, Radboud University Medical Centre, Nijmegen; Claire Haworth, King$ College London; Chris-
tina Hewitt, University o f Colorado, Boulder; Crystal Hill-Chapman, Francis Marion University; Ken
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Kendler, Virginia Commonwealth University, Richmond; Christopher Kliethermes, University of Cali-
fornia, San Francisco; Bob Krueger, University of Minnesota; Paul Lichtenstein, Karolinska Institute,
Stockholm; Clare Llewellyn, University College London; Nick Martin, Queensland Institute o f M edical
Research, John McGeary, Providence \VAM edical Ceyiter; Alison Pike, University o f Sussex; Elise Rob-
inson, Harvard University; Kathryn Roecklein, University of Pittsburgh; Angelica Ronald, Birkbeck,
University o f London; Frank Spinath, Saarland University;Jeanette Taylor, Florida State U niversity;
Anita Thapar, Cardiff University School of Medicine; Essi Viding, University College London; and
Irwin Waldman, Emory University.

We also gratefully acknowledge the important contributions of the co-authors of the pre-
vious editions of this book: Gerald E. McClearn, Michael Rutter, and Peter McGuffm. We
especially wish to thank Neil Harvey, who helped us organize the revision and references and
prepare the final manuscript. Finally, we thank our editor at Worth Publishers, Christine M.
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Overview

example, autism (Chapter 16) is a rare but severe disorder beginning early in child-
hood in which children withdraw socially, not engaging in eye contact or physical con-
tact, with marked communication deficits and stereotyped behavior. Until the 1980s,
autism was thought to be environmentally caused by cold, rejecting parents or by brain
damage. But genetic studies comparing the risk for identical twins, who are identical ge-
netically (like clones), and fraternal twins, who are only 50 percent similar genetically,
indicate substantial genetic influence. Ifone member of an identical twin pair is autistic,
the risk that the other twin is also autistic is very high, about 60 percent. In contrast,
for fraternal twins, the risk is low. Molecular genetic studies are attempting to identify
individual genes' that contribute to the genetic susceptibility to autism.

Later in childhood, a very common concern, especially in boys, is a cluster of at-
tention-deficit and disruptive behavior problems called attention-deficit hyperactivity
disorder (ADHD) (Chapter 16). Several twin studies have shown that ADHD is highly
heritable (geneticallv influenced). ADHD is one of the first behavioral areas in which
specific genes have been identified. Although many other areas of childhood psycho-
pathology show genetic influence, none are as heritable as autism and ADHD. Some
behavior problems, such as childhood anxiety and depression, are only moderately heri-
table, and others, such as antisocial behavior in adolescence, show little genetic influence.

More relevant to college students are personality traits such as risk-taking (often
called sensation-seeking) (Chapter 17), druguse and abuse (Chapter 18), and learning
abilities (Chapters 12 and 13). All these domains have consistently shown substantial
genetic influence in twin studies and have recently begun to yield clues concern-
ing individual genes that contribute to their heritability. These domains are also ex-
amples of an important general principle: Not only do genes contribute to disorders
such as autism and ADHD, they also play an important role in normal variation. For

S ome of the most important recent discoveries about behavior involve genetics. For

*Boldface indicates thefirst appearance in the textofa word orphrase that is in the Glossary.



example, you might be surprised to learn that differences in weight are almost as heri-
table as differences in height (Chapter 19). Even though we can control how much we
eat and are free to go on crash diets, differences among us in wEight are much more a
matter of nature (genetics) than nurture (environment). Moreover, normal variation
in weight is as highly heritable as overweight or obesity. The same story can be told
for behavior. Genetic differences do not just make some of us abnormal; they contrib-
ute to differences among all of us in normal variation for mental health, personality,
and cognitive abilities.

One of the greatest genetic success stories involves the most common behavioral
disorder in later life, the terrible memory loss and confusion of Alzheimer disease,
which strikes as many as one in five individuals in their eighties (Chapter 11). Al-
though Alzheimer disease rarely occurs before the age of 65, some early-onset cases
of dementia run in families in a simple manner that suggests the influence of single
genes. Three genes have been found to be responsible for many of these rare early-
onset cases.

These genes for early-onset Alzheimer disease are not responsible for the much
more common form of Alzheimer disease that occurs after 65 years of age. Like most
behavioral disorders, late-onset Alzheimer disease is not caused by just a few' genes.
Still, twin studies indicate genetic influence. If you have a twin who has late-onset
Alzheimer disease, your risk of developing it is twice as great if you are an identical
twin rather than a fraternal twin. These findings suggest genetic influence.

Even for complex disorders like late-onset Alzheimer disease, it is now possible to
identify genes that contribute to the risk for the disorder. For example, a gene has been
identified that predicts risk for late-onset Alzheimer disease far better than any other
known risk factor. If you inherit one copy of a particular form (allele) of the gene,
your risk for Alzheimer disease is about four times greater than if you have another
allele. Ifyou inherit two copies of this allele (one from each of your parents), your risk
is much greater. Finding these genes for early-onset and late-onset Alzheimer disease
has greatly increased our understanding of the brain processes that lead to dementia.

Another example of recent genetic discoveries involves mental retardation
(Chapter 11). The single most important cause of mental retardation is the inheri-
tance of an entire extra chromosome 21. (Our DNA, the basic hereditary molecule,
is packaged as 23 pairs of chromosomes, as explained in Chapter 4.) Instead of inher-
iting only one pair of chromosomes 21, one from the mother and one from the father,
an entire extra chromosome is inherited, usually from the mother. Often called Dowm
syndrome, trisomy-21is one of the major reasons why women w'orry about pregnancy
later in life. Dowh syndrome occurs much more frequently when mothers are over 40
years old. The extra chromosome can be detected after 15 weeks of pregnancy by a
procedure called amniocentesis or earlier by chorionic villus sampling.

Another gene has been identified that is the second most common cause of men-
tal retardation, called fragile Xretardation. The gene that causes the disorder is on the
X chromosome. Fragile X mental retardation occurs nearly twice as often in males



as in females because males have only one X chromosome. If a boy has the fragile X
allele on his X chromosome, he will develop the disorder. Females have two X chro-
mosomes, and it is necessary to inherit the fragile X allele on both X chromosomes
in order to develop the disorder. Flowever, females with one fragile X allele can also
be affected to some extent. The fragile X gene is especially interesting because it in-
volves a type of genetic defect in which a short sequence of DNA mistakenly repeats
hundreds oftimes. This type of genetic defect is now also known to be responsible for
several other previously puzzling diseases (Chapter 3).

Genetic research on behavior goes beyond just demonstrating the importance of
genetics to the behavioral sciences and allows us to ask questions about how genes
influence behavior. For example, does genetic influence change during development?
Consider cognitive ability, for example; you might think that as time goes by we in-
creasingly accumulate the effects of Shakespeare’s “slings and arrow's of outrageous
fortune.” That is, environmental differences might become increasingly important
during one’s life span, whereas genetic differences might become less important.
Flowever, genetic research shows just the opposite: Genetic influence on cognitive
ability increases throughout the individual’s life span, reaching levels later in life that
are nearly as great as the genetic influence on height (Chapter 12). This finding is an
example of developmental behavioral genetic research.

School achievement and the results of tests you took to apply to college are influ-
enced almost as much by genetics as are the results of tests of cognitive abilities such
as intelligence (1Q) tests (Chapters 12 and 13). Even more interesting, the substantial
overlap between such achievement and the ability to perform well on tests is nearly
all genetic in origin. This finding is an example of what is called multivariate genetic
analysis.

Genetic research is also changing the way we think about the environment
(Chapters 7 and 8). For example, we used to think that growing up in the same fam-
ily makes brothers and sisters similar psychologically. However, for most behavioral
dimensions and disorders, it is genetics that accounts for similarity among siblings.
Although the environment is important, environmental influences can make siblings
growing up in the same family different, not similar. This genetic research has sparked
an explosion of environmental research looking for the environmental reasons why
siblings in the same family are so different.

Recent genetic research has also shown a surprising result that emphasizes the
need to take genetics into account when studying the environment: Many environ-
mental measures used in the behavioral sciences show7genetic influence! For example,
research in developmental psychology often involves measures of parenting that are,
reasonably enough, assumed to be measures of the family environment. However,
genetic research has convincingly shown genetic influence on parenting measures.
How can this be? One way is that genetic differences among parents influence their
behavior toward their children. Genetic differences among children can also make a
contribution. For example, parents who have more books in their home have children
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FIGURE 1.1 Fifty years of behavioral genetic twin studies, (a) The total number of behavioral
genetic papers published per decade from 1961 to 2010, and (b) their percentage of the total
number of papers in two of the most highly cited journals in developmental psychology (Child
Development and Developmental Psychology).



who do better in school, but this correlation does not necessarily mean that having
more books in the home is an environmental cause for children performing well in
school. Genetic factors could affect parental traits that relate both to the number
of books parents have in their home and to their children’s achievement at school.
Genetic involvement has also been found for many other ostensible measures of the
environment, including childhood accidents, life events, and social support. To some
extent, people create their own experiences for genetic reasons.

These are examples of what you will learn about in this book. The simple mes-
sage is that genetics plays a major role in behavior. Genetics integrates the behavioral
sciences into the life sciences. Although research in behavioral genetics has been con-
ducted for many vyears, the field-defining text was published only in 1960 (Fuller &
Thompson, 1960). Since that date, discoveries in behavioral genetics have grown at
a rate that few other fields in the behavioral sciences can match. This growth is ac-
celerating following the sequencing of the human genome, that is, identifying each of
the more than 3 billion steps in the spiral staircase that is DNA, leading to the identi-
fication of the DNA differences among us that are responsible for the heritability of
normal and abnormal behavior.

Recognition of the importance of genetics is one of the most dramatic changes
in the behavioral sciences during the past three decades. Over 80 years ago, Watson’s
(1930) behaviorism detached the behavioral sciences from their budding interest in
heredity. A preoccupation with the environmental determinants of behavior contin-
ued until the 1970s, when a shift began toward the more balanced contemporary view
that recognizes genetic as well as environmental influences. 'Phis shift toward genet-
ics in the behavioral sciences can be seen in the increasing number of publications
in the behavioral sciences that involve genetics. Figure 11 illustrates this trend in
developmental psychology, a trend that is accelerating with the new advances in DNA
research.
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Mendel's Laws of Heredity

untington disease (HD) begins with personality changes, forgetfulness, and in-

voluntary movements. It typically strikes in middle adulthood; during the next
15 to 20 years, it leads to complete loss of motor control and intellectual function. No
treatment has been found to halt or delay the inexorable decline. This is the disease
that killed the famous Depression-era folksinger Woody Guthrie. Although it affects
only about 1in 20,000 individuals, a quarter of a million people in the world today
will eventually develop Huntington disease.

When the disease was traced through many generations, it showed a consistent
pattern of heredity. Afflicted individuals had one parent who also had the disease,
and approximately half the children of an affected parent developed the disease. (See
Figure 2.1 for an explanation of symbols traditionally used to describe family trees,
called pedigrees. Figure 2.2 shows an example of a Huntington disease pedigree.)
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FIGURE 2.3 Phenylketonuria. PKU individuals do not typically have parents with PKU. If one
child has PKU, the risk for other siblings is 25 percent. As explained later, parents in such cases
are carriers for one allele of the PKU gene, but a child must have two alleles in order to be af-
flicted with recessive disorders such as PKU.

What rules of heredity are at work? Why does this lethal condition persist in the
population? We will answer these questions in the next section, but first, consider
another inherited disorder.

In the 1930s, a Norwegian biochemist discovered an excess of phenylpyruvic
acid in the urine of a pair of mentally retarded siblings and suspected that the condi-
tion was due to a disturbance in the metabolism of phenylalanine. Phenylalanine is
one of the essential amino acids, which are the building blocks of proteins, and is
present in many foods in the normal human diet. Other retarded individuals were
soon found with this same excess. This type of mental retardation came to be known
as phenylketonuria (PKU).

Although the frequency of PKU is only about 1in 10,000, PKU once accounted
for about 1 percent of the mentally retarded institutionalized population. PKU has a
pattern of inheritance very different from that of Huntington disease. PKU individu-
als do not usually have affected parents. Although this might make it seem at first
glance as if PKU is not inherited, PKU does in fact “run in families.” If one child in a
family has PKU, the risk for siblings to develop it is about 25 percent, even though the
parents themselves may not be affected (Figure 2.3). One more piece of the puzzle is
the observation that when parents are genetically related (“blood” relatives), typically
in marriages between cousins, they are more likely to have children with PKU. How
does heredity work in this case?

Mendel's First Law of Heredity

Although Huntington disease and phenylketonuria, two examples of hereditary
transmission of mental disorders, may seem complicated, they can be explained by a
simple set of rules about heredity. The essence of these rules was worked out more
than a century ago by Gregor Mendel (Mendel, 1866).

Mendel studied inheritance in pea plants in the garden of his monastery in what
is now the Czech Republic (Box 2.1). On the basis of his many experiments, Mendel
concluded that there are two “elements” of heredity for each trait in each individual
and that these two elements separate, or segregate, during reproduction. Offspring
receive one of the two elements from each parent. In addition, Mendel concluded
that one of these elements can “dominate” the other, so that an individual with just



BOX 2.1

efore Mendel (1822-1884), much

of the research on heredity involved

crossing plants of different spe-
cies. But the offspring of these matings
were usually sterile, which meant that
succeeding generations could not be
studied. Another problem with research
before Mendel was that features of
the plants investigated were complexly
determined. Mendel's success can be
attributed in large part to the absence of
these problems.

Mendel crossed different varieties
of pea plants of the same species; thus
the offspring were fertile. In addi-
tion, he picked simple either-or traits,
gualitative traits, that happened to be

« Gregor Johann Mendel. A photograph
taken at the time of his research. (Courtesy of
V. Orel, Mendel Museum, Brno, Czech Republic.)

*Gregor Mendel’s Luck

due to single genes. He was also lucky
that in the traits he chose, one allele
completely dominated the expression of
the other allele, which is not always the
case. However, one feature of Mendel's
research was not due to luck. Over
seven years, while raising over 28,000
pea plants, he counted all offspring
rather than being content, as research-
ers before him had been, with a verbal
summary of the typical results.

Mendel studied seven qualitative
traits of the pea plant, such as whether
the seed was smooth or wrinkled. He
obtained 22 varieties of the pea plant
that differed in these seven characteris-
tics. All the varieties were true-breeding
plants: those that always yield the same
result when crossed with the same kind
of plant. Mendel presented the results of
eight years of research on the pea plant
in his 1866 paper. This paper, "Experi-
ments with Plant Hybrids," now forms
the cornerstone of genetics and is one of
the most influential publications in the
history of science.

In one experiment, Mendel crossed
true-breeding plants with smooth
seeds and true-breeding plants with
wrinkled seeds. Later in the summer,
when he opened the pods containing
their offspring (called the F,, or first
filial generation), he found that all of
them had smooth seeds. This result
indicated that the then-traditional view
of blending inheritance was not cor-
rect. That is, the F, did not have seeds
that were even moderately wrinkled.
These F, plants were fertile, which
allowed Mendel to take the next step
of allowing plants of the F, generation



to self-fertilize and then studying their
offspring, F2 The results were striking:
Of the 7324 seeds from the F2, 5474
were smooth and 1850 were wrinkled.
That is, % of the offspring had smooth
seeds and \a had wrinkled seeds. This
result indicates that the factor respon-
sible for wrinkled seeds had not been
lost in the F, generation but had merely
been dominated by the factor causing
smooth seeds. The figure above sum-
marizes Mendel's results.

Given these observations, Mendel
deduced a simple explanation involving
two hypotheses. First, each individual has
two hereditary "elements," now called
alleles (alternate forms of a gene). For
Mendel's pea plants, these alleles deter-
mined whether the seed was wrinkled
or smooth. Thus, each parent has two
alleles (either the same or different) but
transmits only one of the alleles to each
offspring. The second hypothesis is that,
when an individual's alleles are different,
one allele can dominate the other. These
two hypotheses neatly explain the data
(see the figure above right).

The true-breeding parent plant with
smooth seeds has two alleles for smooth
seeds (SS). The true-breeding parent
plant with wrinkled seeds has two alleles
for wrinkled seeds (ss). First-generation
(F,) offspring receive one allele from each

parent and are therefore Ss. Because S
dominates s, F, plants will have smooth
seeds. The real test isthe F2population.
Mendel's theory predicts that when F, in-
dividuals are self-fertilized or crossed with
other F, individuals, \a of the F2 should
be SS, Vi Ss, and \a ss. Assuming S
dominates s, then Ss should have smooth
seeds like the SS. Thus, \a of the F2
should have smooth seeds and \a should
have wrinkled, which is exactly what
Mendel's data indicated. Mendel also
discovered that the inheritance of one
trait is not affected by the inheritance of
another trait. Each trait is inherited in the
expected 3:1 ratio.

Mendel was not so lucky in terms
of acknowledgment of his work during
his lifetime. When Mendel published the
paper about his theory of inheritance
in 1866, reprints were sent to scientists
and libraries in Europe and the United
States. However, for 35 years, Mendel's
findings on the pea plant were ignored
by most biologists, who were more
interested in evolutionary processes that
could account for change rather than
continuity. Mendel died in 1884 without
knowing the profound impact that his
experiments would have during the
twentieth century.



one dominant element will display the trait. A nondominant, or recessive, element is
expressed only if both elements are recessive. These conclusions are the essence of
Mendel’s first law, the law ofsegregation.

No one paid any attention to Mendel’s law of heredity for over 30 years. Finally,
in the early 1900s, several scientists recognized that Mendel’s law is a general law of
inheritance, not one peculiar to the pea plant. Mendel’s “elements” are now known
as genes, the basic units of heredity. Some genes may possibly have only one form
throughout a species, for example, in all pea plants or in all people. Heredity focuses
on genes that have different forms: differences that cause some pea seeds to be wrin-
kled or smooth, or that cause some people to have Huntington disease or PKU. The
alternative forms of a gene are called alleles. An individual’s combination of alleles is
its genotype, whereas the observed traits are its phenotype. The fundamental issue of
heredity in the behavioral sciences is the extent to which differences in genotype ac-
count for differences in phenotype, observed differences among individuals.

This chapter began with two very different examples ofinherited disorders. How
can Mendel’s law of segregation explain both examples?

Huntington Disease

Figure 2.4 shows how Mendel’s law explains the inheritance of Huntington disease.
HD is caused by a dominant allele. Affected individuals have one dominant allele (H)
and one recessive, normal allele (h). (It is rare that an HD individual has two //alleles,
an event that would require both parents to have HD.) Unaffected individuals have
two normal alleles.

As shown in Figure 2.4, a parent with HD whose genotype is Hh produces gam-
etes (egg or sperm) with either the H or the h allele. The unaffected (hh) parent’s
gametes all have an h allele. The four possible combinations of these gametes from the
mother and father result in the offspring genotypes shown at the bottom of Figure 2.4.
Offspring will always inherit the normal h allele from the unaffected parent, but they
have a 50 percent chance of inheriting the //allele from the HD parent. This pattern

FIGURE 2.4 Huntington disease is due
to a single gene, with the allele for HD
dominant. H represents the dominant HD
allele, and h is the normal recessive allele.
Gametes are sex cells (eggs and sperm);
each carries just one allele. The risk of HD
in the offspring is 50 percent.

50% HD 50% Unaffected



of inheritance explains why 11D individuals always have a parent with HD and why
50 percent of the offspring of an HD parent develop the disease.

W hy does this lethal condition persist in the population? If HD had its effect
early in life, HD individuals would not live to reproduce. In one generation, HD
would no longer exist because any individual with the HD allele would not live
long enough to reproduce. The dominant allele for HD is maintained from one
generation to the next because its lethal effect is not expressed until after the re-
productive years.

A particularly traumatic feature of HD is that offspring of HD parents know they
have a 50 percent chance of developing the disease and of passing on the IID gene.
In 1983, DNA markers were used to show that the gene for HD is on chromosome 4,
as will be discussed in Chapter 4. In 1993, the HD gene itself was identified. Now" it is
possible to determine for certain whether a person has the HD gene.

This genetic advance raises its own problems. Ifone ofyour parents had HD, you
would be able to find out w'hether or not you have the HD allele. You would have a 50
percent chance of finding that you do not have the HD allele, but you w'ould also have
a 50 percent chance of finding that you do have the HD allele and will eventually die
from it. In fact, most people at risk for HD decide not to take the test. Identifying the
gene does, however, make it possible to determine whether a fetus has the HD allele
and holds out the promise of future interventions that can correct the HD defect
(Chapter 9).

Phenylketonuria

Mendel’s law’ also explains the inheritance of PKU. Unlike HD, PKU is due to the
presence oftwo recessive alleles. For offspring to be affected, they must have two cop-
ies of the allele. Those offspring with only one copy of the allele are not afflicted wdth
the disorder. They are called carriers because they carry the allele and can pass it on
to their offspring. Figure 2.5 illustrates the inheritance of PKU from twro unaffected

Parents FIGURE 2.5 PKU is inherited as a single
gene. The allele that causes PKU is reces-
sive. Prepresents the normal dominant
allele, and p is the recessive allele for PKU.
Parents are carriers; the risk of PKU for

Gametes their offspring is 25 percent.

Offspring

50% Carriers



carrier parents. Each parent has one PKU allele and one normal allele. Offspring have
a 50 percent chance of inheriting the PKU allele from one parent and a 50 percent
chance of inheriting the PKU allele from the other parent. The chance of both these
things happening is 25 percent. If you flip a coin, the chance of heads is 50 percent.
The chance of getting two heads in a row is 25 percent (i.e., 50 percent times 50
percent).

This pattern of inheritance explains why unaffected parents have children with
PKU and why the risk of PKU in offspring is 25 percent when both parents are
carriers. For PKU and other recessive disorders, identification of the genes makes
it possible to determine whether potential parents are carriers. ldentification of
the PKU gene also makes it possible to determine whether a particular pregnancy
involves an affected fetus. In fact, all newborns in most countries are screened for
elevated phenylalanine levels in their blood, because early diagnosis of PKU can
help parents prevent retardation by serving low-phenylalanine diets to their af-
fected children.

Figure 2.5 also shows that 50 percent of children born of two carrier parents are
likely to be carriers, and 25 percent w'ill inherit the normal allele from both parents.
If you understand how a recessive trait such as PKU is inherited, you should be able
to work out the risk for PKU in offspring if one parent has PKU and the other parent
is a carrier. (The risk is 50 percent.)

We have yet to explain why recessive traits like PKU are seen more often in
offspring whose parents are genetically related. Although PKU is rare (I in 10,000),
about 1in 50 individuals are carriers of one PKU allele (Box 2.2). If you are a PKU
carrier, your chance of marrying someone who is also a carrier is 2 percent. However,
if you marry someone genetically related to you, the PKU allele must be in your fam-
ily, so the chances are much greater than 2 percent that your spouse will also carry
the PKU allele.

It is very likely that we all carry at least one harmful recessive gene of some
sort. However, the risk that our spouses are also carriers for the same disorder is
small unless we are genetically related to them. In contrast, about half the children
born to incestuous relationships between father and daughter show severe genetic
abnormalities, often including childhood death or mental retardation. This pattern of
inheritance explains w'hy most severe genetic disorders are recessive: Because carri-
ers of recessive alleles do not show' the disorder, they escape eradication by natural
selection.

It should be noted that even single-gene disorders such as PKU are not so simple,
because many different mutations of the gene occur (more than 500!) and these have
different effects (Scriver, 2007). New PKU mutations emerge in individuals with no
family history of the disorder. Some single-gene disorders are largely caused by new'
mutations. In addition, age of onset may vary for single-gene disorders, as it does in
the case of HD.



BOX 2.2 eHow Do We Know That 1in 50 People Are
Carriers for PKU?

you randomly mate F2 plants to

btain an F3generation, the frequen-

ies of the S and s alleles will be the

ame as in the F2generation, as will

he frequencies of the SS, Ss, and ss
genotypes. Shortly after the rediscov-
ery of Mendel's law in the early 1900s,
this implication of Mendel's law was
formalized and eventually called the
Hardy-Weinberg equilibrium: The
frequencies of alleles and genotypes
do not change across generations un-
less forces such as natural selection or
migration change them. This rule is the
basis for a discipline called population
genetics, whose practitioners study
forces that change gene frequencies
(see Chapter 20).

Hardy-Weinberg equilibrium

also makes it possible to estimate
frequencies of alleles and genotypes.
The frequencies of the dominant and
recessive alleles are usually referred
to as p and q, respectively. Eggs and
sperm have just one allele for each
gene. The chance that any particular
egg or sperm has the dominant allele
isp. Because sperm and egg unite at
random, the chance that a sperm with
the dominant allele fertilizes an egg
with the dominant allele is the product
of the two frequencies, p X p = p2.
Thus, p2 is the frequency of offspring
with two dominant alleles (called the
homozygous dominant genotype). In
the same way, the homozygous reces-
sive genotype has a frequency of q2. As
shown in the diagram, the frequency
of offspring with one dominant allele

and one recessive allele (called the
heterozygous genotype) is 2pq. In
other words, if a population is in Hardy-
Weinberg equilibrium, the frequency of
the offspring genotypes isp2 + 2pq +
g2. In populations with random mating,
the expected genotypic frequencies
are merely the product of p + q for
the mothers' alleles and p + q for the
fathers' alleles. That is, (p + ()2= p2 +
2pq + g2

For PKU, 2, the frequency of PKU
individuals (homozygous recessive) is
0.0001. If you know @2, you can esti-
mate the frequency of the PKU allele
and PKU carriers, assuming Hardy-
Weinberg equilibrium. The frequency
of the PKU allele is g, which is the
square root of g2. The square root of
0.0001 is 0.01, so that 1 in 100 alleles
in the population are the recessive
PKU alleles. If there are only two alleles
at the PKU locus, then the frequency
of the dominant allele (p) is 1 - 0.01
= 0.99. What is the frequency of
carriers? Because carriers are hetero-
zygous genotypes with one dominant
allele and one recessive allele, the
frequency of carriers of the PKU allele
is 1in 50 (that is, 2pq = 2 x 0.99 x
0.01 = 0.02).



Q key concepts

Gene: Basic unit of heredity. A sequence of DNA bases that codes for a
particular product.

Allele: Alternative form of a gene.

Genotype: An individual's combination of alleles at a particular locus.
Phenotype: Observed or measured traits.

Dominant allele: An allele that produces the same phenotype in an individual
regardless of whether one or two copies are present.

Recessive allele: An allele that produces its phenotype only when two copies
are present.

Mendel's Second Law of Heredity

Not only do the alleles for Huntington disease segregate independently during gam-
ete formation, they are also inherited independently from the alleles for PKU. This
finding makes sense, because Huntington disease and PKU are caused by different
genes; each of the two genes is inherited independently. Mendel experimented sys-
tematically with crosses between varieties of pea plants that differed in two or more
traits. He found that alleles for the two genes assort independently. In other words,
the inheritance of one gene is not affected by the inheritance of another gene. This is
Mendel’s lav) o f independentassortment.

Most important about Mendel’s second law are its exceptions. We now know that
genes are not just floating around in eggs and sperm. They are carried on chromosomes.
The term chromosome literally means “colored body,” because in certain laboratory
preparations the staining characteristics of these structures are different from those
of the rest of the nucleus of the cell. Genes are located at places called loci (singular,
locus, from the Latin, meaning “place”) on chromosomes. Eggs contain just one chro-
mosome from each pair of the mother’s set of chromosomes, and sperm contain just
one from each pair of the father’s set. An egg fertilized by a sperm thus has the full
chromosome complement, which, in humans, is 23 pairs of chromosomes. Chromo-
somes are discussed in more detail in Chapter 4.

When Mendel studied the inheritance of two traits at the same time (let’s call
them A and B), he crossed true-breeding parents that showed the dominant trait for
both A and B with parents that showed the recessive forms for A and B. He found
second-generation (F2) offspring of all four possible types: dominant for A and B,
dominant for A and recessive for B, recessive for A and dominant for B, and recessive
for A and B. The frequencies of the four types of offspring were as expected if A and
B were inherited independently. Mendel’s law is violated, however, when genes for
tw'o traits are close together on the same chromosome. If Mendel had studied the joint
inheritance of twio such traits, the results would have surprised him. The two traits
would not have been inherited independently.



FIGURE 2.6 An exception to Mendel's second law occurs if two genes are closely linked on the

same chromosome. The allele and the B, allele are dominant; the A2and S2alleles are recessive.

Figure 2.6 illustrates what would happen if the genes for traits A and B were
very close together on the same chromosome. Instead of finding all four types of F2
offspring, Mendel would have found only two types: dominant for both A and B and
recessive for both A and B.

The reason why such violations of Mendel’s second law are important is that
they make it possible to map genes to chromosomes. If the inheritance of a particular
pair of genes violates Mendel’s second law, then it must mean that they tend to be
inherited together and thus reside on the same chromosome. This phenomenon is
called linkage. However, it is actually not sufficient for two linked genes to be on the
same chromosome; they must also be very close together on the chromosome. Unless
genes are near each other on the same chromosome, they will recombine by a process
in which chromosomes exchange parts. Recombination occurs during meiosis in the
ovaries and testes, when gametes are produced.

Figure 2.7 illustrates recombination for three loci (A C B) on a single chromo-
some. The maternal chromosome, carrying the alleles Ah Ch and Bt is represented
in white; the paternal chromosome with alleles A2 C2 and B, is blue. During meiosis,



FIGURE 2.7 lllustration of recombination. The maternal chromosome, carrying the alleles A,,
C,, and B2 is represented in white; the paternal chromosome, with aIIeIesAZ C2, and S., is blue.
The right chromatid (the duplicated chromosome produced during meiosis) of the maternal chro-
mosome crosses over (recombines) with the left chromatid of the paternal chromosome.

each chromosome duplicates to form sister chromatids (Figure 2.7b). These sister
chromatids may cross over one another, as shown in Figure 2.7c. This overlap hap-
pens an average of one time for each chromosome during meiosis. During this stage,
the chromatids can break and rejoin (Figure 2.7d). Each of the chromatids will be
transmitted to a different gamete (Figure 2.7e). Consider only the Aand B loci for



the moment. As shown in Figure 2.11, one gamete will carry the genes A] and B2
as in the mother, and one will carry A2and Bu as in the father. The other two will
carry Axwith B] and A2 with B:. For the latter two pairs, recombination has taken
place—these combinations were not present on the parental chromosomes.

The probability of recombination between two loci on the same chromosome is
a function of the distance between them. In Figure 2.7, for example, the Aand C loci
have not recombined. All gametes are either AICl or A2C2 as in the parents, because
the crossover did not occur between these loci. Crossover could occur between the A
and C loci, but it would happen less frequently than between A and B.

These facts have been used to “map” genes on chromosomes. The distance be-
tween two loci can be estimated by the number of recombinations per 100 gametes.
This distance is called a map unit or centimorgan, named after T. H. Morgan, who
first identified linkage groups in the fruit fly Drosophila (Morgan, Sturtevant, Muller,
& Bridges, 1915). If two loci are far apart, like the A and B loci, recombination will
separate the two loci as often as if the loci were on different chromosomes, and they
will not appear to be linked.

To identify the location of a gene on a particular chromosome, linkage analysis
can be used. Linkage analysis refers to techniques that use information about viola-
tions of independent assortment to identify the chromosomal location of a gene. DNA
markers serve as signposts on the chromosomes, as discussed in Chapter 9. Since 1980,
the power of linkage analysis has greatly increased with the discovery of millions of
these markers. Linkage analysis looks for a violation of independent assortment be-
tween a trait and a DNA marker. In other words, linkage analysis assesses whether the
DNA marker and the trait co-assort in a family more often than expected by chance.

In 1983, the gene for Huntington disease was shown to be linked to a DNA
marker near the tip of one of the larger chromosomes (chromosome 4; see Chapter
9) (Gusella et al.,, 1983). 'This was the first time that the new DNA markers had been
used to demonstrate a linkage for a disorder for which no chemical mechanism was
known. DNA markers that are closer to the Huntington gene have since been devel-
oped and have made it possible to pinpoint the gene. As noted earlier, the gene itself
was finally located precisely in 1993.

Q key concepts

Chromosome: A threadlike structure that contains DNA and resides in the nucleus of
cells. Humans have 23 pairs.

Locus (plural, loci): The site of a specific gene on a chromosome. Latin for “place.”
Linkage: Loci that are close together on a chromosome and thus inherited together
within families. Linkage is an exception to Mendel's second law of independent
assortment.

Recombination: A process that occurs during meiosis in which chromosomes
exchange parts.



Once a gene has been found, two things are possible. First, the DNA variation
responsible for the disorder can be identified. This identification provides a DNA test
that is directly associated with the disorder in individuals and is more than just a risk
estimate calculated on the basis of Mendel’s laws. That is, the DNA test can be used
to diagnose the disorder in individuals regardless of information about other family
members. Second, the protein coded by the gene can be studied; this investigation is
a major step toward understanding how the gene has its effect and thus can possibly
lead to a therapy. In the case of Huntington disease, the gene codes for a previously
unknown protein, called huntingtin. This protein interacts with many other proteins,
which has hampered efforts to develop drug therapies (Ross & Tabrizi, 2011).

Although the disease process of the Huntington gene is not yet fully understood,
Huntington disease, like fragile X mental retardation (mentioned in Chapter 1), also
involves a type of genetic defect in which a short sequence of DNA is repeated many
times (see Chapter 3). The defective gene product slowly has its effect over the life
course by contributing to neural death in the cerebral cortex and basal ganglia. This
leads to the motoric and cognitive problems characteristic of Huntington disease.

Finding the PKU gene was easier because its enzyme product was known, as de-
scribed in Chapter 1 In 1984, the gene for PKU was found and shown to be on chro-
mosome 12 (Lidsky et al., 1984). For decades, PKU infants have been identified by
screening for the physiological effect of PKU—high blood phenylalanine levels—but
this test is not highly accurate. Developing a DNA test for PKU has been hampered
by the discovery that there are hundreds of different mutations at the PKU locus and
that these mutations differ in the magnitude of their effects. This diversity contrib-
utes to the variation in blood phenylalanine levels among PKU individuals.

Of the several thousand single-gene disorders known (about half of which in-
volve the nervous system), the precise chromosomal location has been identified for
most of these genes (Ku, Naidoo, & Pawitan, 2011). The gene sequence and the spe-
cific mutation have been found for at least half, and this number is increasing. One
of the goals of the Human Genome Project was to identify all genes. Having the es-
sentially complete sequence of the human genome is similar to having all the pages
of a manual needed to make the human body. Now the challenge to scientists is to
discover the genetic bases of human health and disease by reading and understand-
ing the contents of these pages (National Human Genome Research Institute, 2010).
Rapid progress in these challenging areas holds the promise of identifying genes even
for complex behaviors influenced by multiple genes as well as environmental factors.

Summary

Huntington disease (HD) and phenylketonuria (PKU) are examples of dominant and
recessive disorders, respectively. They follow the basic rules of heredity described by
Mendel more than a century ago. A gene may exist in two or more different forms (al-
leles). One allele can dominate the expression of the other. The two alleles, one from



each parent, separate (segregate) during gamete formation. This rule is Mendel’s first
law, the law of segregation. The law explains many features of inheritance: why 50
percent of the offspring of an HD parent are eventually afflicted, why this lethal gene
persists in the population, why PKU children usually do not have PKU parents, and
why PKU is more likely when parents are genetically related.

Mendel’s second law is the law of independent assortment: The inheritance of
one gene is not affected by the inheritance of another gene. However, genes that are
closely linked on the same chromosome can co-assort, thus violating Mendel’s law of
independent assortment. Such violations make it possible to map genes to chromo-
somes by using linkage analysis. For Huntington disease and PKU, linkage has been
established and the genes responsible for the disorders have been identified.



Beyond Mendel's Laws

to Mendel’s laws. The most common color blindness involves difficulty in dis-
tinguishing red and green, a condition caused by a lack of certain color-absorbing
pigments in the retina of the eye. It occurs more frequently in males than in fe-
males. More interesting, when the mother is color blind and the father is not, all of
the sons but none of the daughters are color blind (Figure 3.1a). When the father is
color blind and the mother is not, offspring are seldom affected (Figure 3.1b). But
something remarkable happens to these apparently normal daughters of a color-
blind father: Half of their sons are likely to be color blind. This is the well-known
skip-a-generation phenomenon—fathers have it, their daughters do not, but some
of the grandsons do. What could be going on here in terms of Mendel’s laws of
heredity?

C olor blindness shows a pattern of inheritance that does not appear to conform

FIGURE 3.1 Inheritance of color
blindness, (a) A color-blind mother
and unaffected father have color-
blind sons but unaffected daughters,
(b) An unaffected mother and color-
blind father have unaffected off-
spring, but daughters have sons with
50 percent risk for color blindness.
(See Figure 2.1 for symbols used to
describe family pedigrees).



Genes on the X Chromosome

There are two chromosomes called the sex chromosomes because they differ for
males and females. Females have two X chromosomes, and males have one X chromo-
some and a smaller chromosome called Y.

Color blindness is caused by a recessive allele on the X chromosome. But males
have only one X chromosome; so, if they have one allele for color blindness () on
their single X chromosome, they are color blind. For females to be color blind, they
must inherit the ¢ allele on both of their X chromosomes. For this reason, the hallmark
of a sex-linked (meaning A-linked) recessive gene is a greater incidence in males. For
example, if the frequency of an X-linked recessive allele {qin Chapter 2) for a disor-
der is 10 percent, then the expected frequency of the disorder in males would be 10
percent, but the frequency in females (q2) would be only 1 percent (i.e.,, 0.102= 0.01).

Figure 32 illustrates the inheritance of the sex chromosomes. Both sons and
daughters inherit one X chromosome from their mother. Daughters inherit their fa-
ther’ssingle X chromosome and sons inherit their father’s Y chromosome. Sons cannot
inherit an allele on the X chromosome from their father. For this reason, another sign
of an X-linked recessive trait is that father-son resemblance is negligible. Daughters
inherit an X-linked allele from their father, but they do not express a recessive trait
unless they receive another such allele on the X chromosome from their mother.

Inheritance of color blindness is further explained in Figure 3.3. In the case of a
color-blind mother and unaffected father (Figure 3.3a), the mother has the ¢ allele on

FIGURE 3.2 Inheritance of X and

Y chromosomes.



FIGURE 3.3 Color blindness is inherited as a recessive gene on the X chromosome, c refers
to the recessive allele for color blindness, and C is the normal allele, (a) Color-blind mothers are
homozygous recessive (cc). (b) Color-blind fathers have a c allele on their single X chromosome,

which is transmitted to daughters but not to sons.

both of her X chromosomes and the father has the normal allele (Q on his single X
chromosome. Thus, sons always inherit an X chromosome with the ¢ allele from their
mother and are color blind. Daughters carry one ¢ allele from their mother but are
not color blind because they have inherited a normal, dominant C allele from their
father. They carry the ¢ allele without showing the disorder, so they are called carriers,
a status indicated by the twro-toned circles in Figure 3.3.

In the second example (Figure 3.3b), the father is color blind but the mother is
neither color blind nor a carrier of the ¢ allele. None of the children are color blind,
but the daughters are all carriers because they must inherit their father’s X chromo-
some with the recessive ¢ allele. You should now be able to predict the risk of color
blindness for offspring of these carrier daughters. As shown in the bottom row' of Fig-
ure 3.3b, when a carrier daughter (Cc) has children by an unaffected male (Q, half of
her sons but none of her daughters are likely to be color blind. Half of the daughters
are carriers. This pattern ofinheritance explains the skip-a-generation phenomenon.
Color-blind fathers have no color-blind sons or daughters (assuming normal, noncar-
rier mothers), but their daughters are carriers ofthe ¢ allele. The daughters’sons have
a 50 percent chance of being color blind.

The sex chromosomes are inherited differently for males and females, so detect-
ing X linkage is much easier than identifying a gene’s location on other chromosomes.



Color blindness was the first reported human X linkage. Over 1500 genes have been
identified on the X chromosome, as well as a disproportionately high number of
single-gene diseases (Ross et al., 2005). The Y chromosome has over 200 genes, in-
cluding those for determining maleness, and the smallest number of genes associated
with disease of any chromosome.

Q key concepts
Sex-linked (X-linked): A phenotype influenced by a gene on the X chromosome.

X-linked recessive diseases occur more frequently in males because they only have

one X chromosome.
Carrier: An individual who is heterozygous at a given locus, carrying both a normal

allele and a mutant recessive allele, and who appears normal phenotypically.

Other Exceptions to Mendel's Laws

Several other genetic phenomena do not appear to conform to Mendel’s laws in the
sense that they are not inherited in a simple way through the generations.

New Mutations

The most common type of exceptions to Mendel’s laws involve new, or de novo,
DNA mutations that do not affect the parent because they occur during the for-
mation of the parent’s eggs or sperm. But this situation is not really a violation of
Mendel’s laws, because the new mutations are then passed on to offspring according
to Mendel’s laws, even though affected individuals have unaffected parents. Many
genetic diseases involve such spontaneous mutations, which are not inherited from
the preceding generation. An example is Rett syndrome, an X-linked dominant dis-
order that has a prevalence of about 1in 10,000 in girls. Although girls with Rett
syndrome develop normally during the first year of life, they later regress and even-
tually become both mentally and physically disabled. Boys with this mutation on
their single X chromosome die either before birth or in the first two years after birth.
(See Chapter 11)

In addition, DNA mutations frequently occur in cells other than those that pro-
duce eggs or sperm and are not passed on to the next generation. This mutation type
is the cause of many cancers, for example. Although these mutations affect DNA, they
are not heritable because they do not occur in the eggs or sperm.

Changes in Chromosomes

Changes in chromosomes are an important source of mental retardation, as discussed
in Chapter 11. For example, Down syndrome occurs in about 1in 1000 births and
accounts for more than a quarter of individuals with mild to moderate retardation. It
was first described by Langdon Down in 1866, the same year that Mendel published



his classic paper. For many years, the origin of Down syndrome defied explanation
because it does not “run in families.” Another puzzling feature is that it occurs much
more often in the offspring of women who gave birth after 40 years of age. This rela-
tionship to maternal age suggests environmental explanations.

Instead, in the late 1950s, Down syndrome was shown to be caused by the pres-
ence of an entire extra chromosome with its thousands of genes. As explained in
Chapter 4, during the formation of eggs and sperm (called gametes), each of the 23
pairs of chromosomes separates, and egg and sperm carry just one member of each
pair. When the sperm fertilizes the egg, the pairs are reconstituted, with one chromo-
some of each pair coming from the father and the other coming from the mother. But
sometimes the initial division in gamete formation is not even. When this accident
happens, one egg or sperm might have both members of a particular chromosome
pair and another egg or sperm might have neither. This failure to apportion the chro-
mosomes equally is called nondisjunction (Figure 3.4). Nondisjunction is a major rea-
son why so many conceptions abort spontaneously in the first few weeks of prenatal
life. However, in the case of certain chromosomes, some fetuses with chromosomal
anomalies are able to survive, though with developmental abnormalities. A promi-
nent example is that of Down syndrome, which is caused by the presence of three
copies (called trisomy) of one of the smallest chromosomes (chromosome 21). No

FIGURE 3.4 An exception to Mendel's
laws of heredity: nondisjunction of chro-
mosomes. (a) When eggs and sperm are
formed, chromosomes for each pair line up
and then split, and each new egg or sperm
has just one member of each chromosome
pair, (b) Sometimes this division does not
occur properly, so one egg or sperm has
both members of a chromosome pair and
the other egg or sperm has neither.



individuals have been found with only one of these chromosomes (monosomy), which
might occur when nondisjunction leaves an egg or sperm with no copy of the chro-
mosome and another egg or sperm with two copies. Itis assumed that this monosomy
is lethal. Too little genetic material is generally more damaging than extra material.
Because most cases of Down syndrome are created anew by nondisjunction, Down
syndrome generally is not familial.

Nondisjunction also explains why the incidence of Down syndrome is higher
among the offspring of older mothers. All the immature eggs of a female mammal are
present before birth. These eggs have both members of each pair of chromosomes.
Each month, one of the immature eggs goes through the final stage of cell division.
Nondisjunction is more likely to occur as the female grows older and activates imma-
ture eggs that have been dormant for decades. In contrast, fresh sperm are produced
all the time. For this reason, the incidence of Down syndrome is not affected by the
age of the father.

Many women worry about reproducing later in life because of chromosomal ab-
normalities such as Down syndrome. Current common tests during pregnancy, such
as ultrasound and maternal blood testing, can indicate whether the pregnancy is at
greater risk for certain abnormalities. Other tests, such as amniocentesis, can rule out
chromosomal abnormalities in the fetus.

Expanded Triplet Repeats

We have known about mutations and chromosomal abnormalities for a long time.
Two other exceptions to Mendel’s rules were discovered more recently. One is in ef-
fect a special form of mutation that involves repeat sequences of DNA. Although we
do not know why, some very short segments of DNA—two, three, or four nucleotide
bases of DNA (Chapter 4)—repeat a few times or up to a few dozen times. Differ-
ent repeat sequences can be found in more than 50,000 places in the human genome.
Each repeat sequence has several, often a dozen or more, alleles that consist of various
numbers of the same repeat sequence; these alleles are usually inherited from gen-
eration to generation according to Mendel’s laws. For this reason, and because there
are so many of them, repeat sequences are widely used as DNA markers in linkage
studies (see Chapter 9).

Sometimes the number of repeats at a particular locus increases and causes prob-
lems (Cooper & Blass, 2011). Several dozen diseases are now known to be associated
with such expansions of repeat sequences; all involve the brain and thus lead to be-
havioral problems. For example, most cases of Huntington disease involve a repeat
in the Huntington gene on chromosome 4. It is called a triplet repeat because the
repeated unit is a certain sequence of three nucleotide bases of DNA. All combina-
tions of the four nucleotide bases of DNXA (see Chapter 4) are possible, but certain
combinations are more common, such as CGG and CAG. Normal Huntington alleles
contain between 11 and 34 copies of the triplet repeat, but Huntington alleles have



more than 40 copies. The expanded number of triplet repeats is unstable and can
increase in subsequent generations. This phenomenon explains a previously mysteri-
ous non-Mendelian process called genetic anticipation, in which symptoms appear
at an earlier age and with greater severity in successive generations. For Huntington
disease, longer expansions lead to earlier onset of the disorder and greater severity.
The expanded triplet repeat is CAG, which codes for the amino acid glutamine and
results in a protein with an expanded number of glutamines in the middle of the pro-
tein. The additional glutamines change the conformation of the protein and confer
new and toxic properties to the protein. This leads to neural death, especially in the
cerebral cortex and basal ganglia. Despite this non-Mendelian twist of genetic antici-
pation, Huntington disease generally follows Mendel’s laws of heredity as a single-
gene dominant disorder.

Fragile X mental retardation, the most common cause of mental retardation
after Down syndrome, is also caused by an expanded triplet repeat that violates
Mendel’s laws. Although this type of mental retardation was known to occur almost
twice as often in males as in females, its pattern of inheritance did not conform to
sex linkage because it is caused by an unstable expanded repeat. As explained in
Chapter 11, the expanded triplet repeat makes the X chromosome fragile in a cer-
tain laboratory preparation, which is how fragile X received its name. Parents
who inherit X chromosomes with a normal number of repeats (5 to 40 repeats) at
a particular locus sometimes produce eggs or sperm with an expanded number
of repeats (up to 200 repeats), called a premutation. This premutation does not
cause retardation in the offspring, but it is unstable and often leads to more expan-
sions (200 or more repeats) in the next generation, which do cause retardation (Fig-
ure 3.5). Unlike the expanded repeat responsible for Huntington disease, the
expanded repeat sequence (CGG) for fragile X mental retardation interferes with
transcription of the DNA into messenger RNA (Bassell & Warren, 2008; see
Chapter 11).

Genomic Imprinting

Another example of exceptions to Mendel’s laws is called genomic imprinting (Reik &
Walter, 2001). In genomic imprinting, the expression of a gene depends on whether
it is inherited from the mother or from the father, even though, as usual, one al-
lele is inherited from each parent. The precise mechanism by which one parent’s
allele is imprinted is not known, but it usually involves inactivation of a part of the
gene by a process called methylation, which is an epigenetic mechanism that silences
genes (see Chapter 10). Over 100 such genes have been described in both mice and
humans (Morison, Ramsay, & Spencer, 2005; http://igc.otago.ac.nz/home.html). The
first discovered and most striking example of genomic imprinting in humans involves
deletions of a small part of chromosome 15 that lead to two very different disorders,
depending on whether a deletion is inherited from the mother or the father. When it
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FIGURE 3.5 Fragile X mental retardation
involves a triplet repeat sequence of DNA

on the X chromosome that can expand over

generations.

is inherited from the mother, it causes what is known as Angelman syndrome, which
causes severe mental retardation and other manifestations, such as an awkward gait
and frequent inappropriate laughter. When a deletion is inherited from the father, it
causes other behavioral problems, such as overeating, temper outbursts, and depres-
sion, as well as physical problems such as obesity and short stature (Prader-Willi
syndrome).



Complex Traits

Most psychological traits show patterns of inheritance that are much more complex
than those of Huntington disease or PKU. Consider schizophrenia and general cogni-
tive ability.

Schizophrenia

Schizophrenia (Chapter 14) is a severe mental condition characterized by thought
disorders. Nearly 1in 100 people throughout the world are afflicted by this disorder
at some pointin life, 100 times more than is the case with Huntington disease or PKU.
Schizophrenia shows no simple pattern of inheritance like Huntington disease, PKU,
or color blindness, but it is familial (Figure 3.6). A special incidence figure used in
genetic studies is called a morbidity risk estimate (also called the lifetime expectancy),
which is the chance of being affected during an entire lifetime. The estimate is “age-
corrected” for the fact that some as yet unaffected family members have not yet lived
through the period of risk. If you have a second-degree relative (grandparent or



aunt or uncle) who is schizophrenic, your risk for schizophrenia is about 4 percent,
four times greater than the risk in the general population. If a first-degree relative
(parent or sibling) is schizophrenic, your risk is about 9 percent. If several family
members are affected, the risk is greater. If your fraternal twin has schizophrenia,
your risk is higher than for other siblings, about 17 percent, even though fraternal
twins are no more similar genetically than are other siblings. Most striking, the risk is
about 48 percent for an identical twin whose co-twin is schizophrenic. Identical twins
develop from one embryo, which in the first few days of life splits into two embryos,
each with the same genetic material (Chapter 6).

Clearly, the risk of developing schizophrenia increases systematically as a func-
tion of the degree of genetic similarity that an individual has to another who is af-
fected. Heredity appears to be implicated, but the pattern of affected individuals does
not conform to Mendelian proportions. Are Mendel’s laws of heredity at all appli-
cable to such a complex outcome?

General Cognitive Ability

Many psychological traits are quantitative dimensions, as are physical traits such
as height and biomedical traits such as blood pressure. Quantitative dimensions are
often continuously distributed in the familiar bell-shaped curve, with most people in
the middle and fewer people toward the extremes.

For example, an intelligence test score from a general test of intelligence is a
composite of diverse tests of cognitive ability and is used to provide an index of gen-
eral cognitive ability. Intelligence test scores are normally distributed for the most
part. (See Chapter 12.)

Because general cognitive ability is a quantitative dimension, it is not possible
to count “affected” individuals. Nonetheless, it is clear that general cognitive abil-
ity runs in families. For example, parents with high intelligence test scores tend to
have children with higher than average scores. As with schizophrenia, transmis-
sion of general cognitive ability does not seem to follow simple Mendelian rules
of heredity.

The statistics of quantitative traits are needed to describe family resemblance
(see Appendix). Over a hundred years ago, Francis Galton, the father of behavioral
genetics, tackled this problem of describing family resemblance for quantitative traits.
He developed a statistic that he called co-relation and that has become the widely
used correlation coefficient. More formally, it is called the Pearson product-moment
correlation, named after Karl Pearson, Galton’s colleague. The correlation is an index
of resemblance that ranges from —L.0, indicating an inverse relationship; to 0.0, indi-
cating no resemblance; to 1.0, indicating perfect resemblance.

Correlations for intelligence test scores show that the resemblance of family
members depends on the closeness of the genetic relationship (Figure 3.7). The cor-
relation of intelligence test scores for pairs of individuals taken at random from the
population is 0.00. The correlation for cousins is about 0.15. For half siblings, who



have just one parent in common, the correlation is about 0.30. For full siblings, who
have both parents in common, the correlation is about 0.45; this correlation is similar
to that between parents and offspring. Scores for fraternal twins correlate about 0.60,
which is higher than the correlation 0f0.45 for full siblings but lower than the correla-
tion for identical twins, which is about 0.85. In addition, husbands and wives correlate
about 0.40, a result that has implications for interpreting sibling and twin correla-
tions, as discussed in Chapter 12.

How do Mendel’s laws of heredity apply to continuous dimensions such as gen-
eral cognitive ability?

Pea Size

Although pea plants might not seem relevant to schizophrenia or cognitive ability,
they provide a good example of complex traits. A large part of Mendel’s success in
working out the laws of heredity came from choosing simple traits that are either-or
qualitative traits. If Mendel had studied, for instance, the size of the pea seed as in-
dexed by its diameter, he would have found very different results. First, pea seed size,
like most traits, is continuously distributed. If he had taken plants with big seeds and
crossed them with plants with small seeds, the seed size of their offspring would have



Diameter of parent seed (in hundreths of an inch)

FIGURE 3.8 First regression line (solid blue line), drawn by Galton in 1877 to describe the
quantitative relationship between pea seed size in parents and offspring. The dashed blue line

connects actual data points. (Courtesy of the Galton Laboratory.)

been neither big nor small. In fact, the seeds would have varied in size from small to
large, with most offspring seeds of average size.

Only ten years after Mendel’s report, Francis Galton studied pea seed size and
concluded that it is inherited. For example, parents with large seeds were likely to
have offspring with larger than average seeds. In fact, Galton developed the funda-
mental statistics of regression and correlation mentioned above in order to describe
the quantitative relationship between pea seed size in parents and offspring. He plot-
ted parent and offspring seed sizes and drew the regression line that best fits the
observed data (Figure 3.8). The slope of the regression line is 0.33. This means that,
for the entire population, as parental size increases by one unit, the average offspring
size increases one-third of one unit.

Galton also demonstrated that human height shows the same pattern of inheri-
tance. Children’s height correlates with the average height of their parents. Tall par-
ents have taller than average children. Children with one tall and one short parent
are likely to be of average height. Inheritance of this trait is quantitative rather than
qualitative. Quantitative inheritance is the way in which nearly all complex behav-
ioral as well as biological traits are inherited.

Does quantitative inheritance violate Mendel’s laws? When Mendel’s lawE were
rediscovered in the early 1900s, many scientists thought this must be the case. They
thought that heredity must involve some sort of blending, because offspring resemble
the average of their parents. Mendel’s laws were dismissed as a peculiarity of pea
plants or of abnormal conditions. However, recognizing that quantitative inheritance
does not violate Mendel’s laws is fundamental to an understanding of behavioral ge-
netics, as explained in the following section.



Q key concepts
Morbidity risk estimate: The chance of being affected during an entire lifetime.
Correlation: An index of relationship between two variables.

Multiple-Gene Inheritance

The traits that Mendel studied, as well as Huntington disease and PKU, are examples
in which a single gene is necessary and sufficient to cause the disorder. That is, you
will have Huntington disease only if you have the H allele (necessary); if you have
the H allele, you will have Huntington disease (sufficient). Other genes and envi-
ronmental factors have little effect on its inheritance. In such cases, a dichotomous
(either-or) disorder is found: You either have the specific allele, or not, and thus you
have the disorder, or not. More than 3000 (Ku et al., 2011) such single-gene disorders
are known definitely and again as many are considered probable.

In contrast, more than just one gene is likely to affect complex disorders such
as schizophrenia and continuous dimensions such as general cognitive ability. When
Mendel’s laws were rediscovered in the early 1900s, a bitter battle was fought between
so-called Mendelians and biometricians. Mendelians looked for single-gene effects,
and biometricians argued that Mendel’s laws could not apply to complex traits be-
cause they showed no simple pattern of inheritance. Mendel’s laws seemed especially
inapplicable to quantitative dimensions.

In fact, both sides were right and both were wrong. The Mendelians were correct
in arguing that heredity works the way Mendel said it worked, but they were wrong
in assuming that complex traits will show simple Mendelian patterns of inheritance.
The biometricians were right in arguing that complex traits are distributed quantita-
tively, not qualitatively, but they were wrong in arguing that Mendel’s laws of inheri-
tance are particular to pea plants and do not apply to higher organisms.

The battle between the Mendelians and biometricians was resolved when bio-
metricians realized that Mendel’s laws of inheritance of single genes also apply to
complex traits that are influenced by several genes. Such a complex trait is called a
polygenic trait. Each of the influential genes is inherited according to Mendel’s laws.

Figure 3.9 illustrates this important point. The top distribution shows the three
genotypes of asingle gene with twbD alleles that are equally frequent in the population.
As discussed in Box 2.1, 25 percent of the genotypes are homozygous for the A] allele
{AIAf), 50 percent are heterozygous (A,A2), and 25 percent are homozygous for the Al
allele (A222). Ifthe A allele were dominant, individuals with the AXA2genotype would
look just like individuals with the AXXgenotype. In this case, 75 percent of individu-
als would have the observed trait (phenotype) of the dominant allele. For example, as
discussed in Box 2.1, in Mendel’s crosses of pea plants with smooth or wrinkled seeds,
he found that in the F, generation, 75 percent of the plants had smooth seeds and 25
percent had wrinkled seeds.



However, not all alleles operate in a completely dominant or recessive manner.

Many alleles are additive in that they each contribute something to the phenotype. In
Figure 3.9a, each A allele contributes equally to the phenotype, so if you have two A2
alleles, you would have a higher score than if you had just one A2allele. Figure 3.9b
adds a second gene (B) that affects the trait. Again, each B: allele makes a contribution.
Now there are nine genotypes and five phenotypes. Figure 3.9c adds a third gene (C),

FIGURE 3.9 Single-gene and multiple-gene distributions for traits with additive gene effects,
(a) A single gene with two alleles yields three genotypes and three phenotypes, (b) Two genes,
each with two alleles, yield nine genotypes and five phenotypes, (c) Three genes, each with two
alleles, yield twenty-seven genotypes and seven phenotypes, (d) Normal bell-shaped curve of
continuous variation.



and there are 27 genotypes. Even if we assume that the alleles of the different genes
equally affect the trait and that there is no environmental variation, there are still
seven different phenotypes.

So, even with just three genes and two alleles for each gene, the phenotypes begin
to approach a normal distribution in the population. When we consider environmen-
tal sources of variability and the fact that the effects of alleles are not likely to be
equal, it is easy to see that the effects of even a few genes will lead to a quantitative
distribution. Moreover, the complex traits that interest behavioral geneticists may
be influenced by dozens or even hundreds of genes. Thus, it is not surprising to find
continuous variation at the phenotypic level, even though each gene is inherited in
accord with Mendel’s laws.

Quantitative Genetics

The notion that multiple-gene effects lead to quantitative traits is the cornerstone of
a branch of genetics called quantitative genetics.

Quantitative genetics was introduced in papers by R. A. Fisher (1918) and by
Sewall Wright (1921). Their extension of Mendel’s single-gene model to the multi-
ple-gene model of quantitative genetics (Falconer & MacKay, 1996) is described in
the Appendix. This multiple-gene model adequately accounts for the resemblance of
relatives. If genetic factors affect a quantitative trait, phenotypic resemblance of rela-
tives should increase with increasing degrees of genetic relatedness. First-degree
relatives (parents/offspring, full siblings) are 50 percent similar genetically. The sim-
plest way to think about this is that offspring inherit half their genetic material from
each parent (X linkage aside). If one sibling inherits a particular allele from a parent,
the other sibling has a 50 percent chance of inheriting that same allele. Other relatives
differ in their degree of genetic relatedness.

Figure 3.10 illustrates degrees of genetic relatedness for the most common types
of relatives, using male relatives as examples. Relatives are listed in relation to an
individual in the center, the index case. The illustration goes back three generations
and forward three generations. First-degree relatives (e.g., fathers/sons), who are 50
percent similar genetically, are each one step removed from the index case. Second-
degree relatives (e.g., uncles/nephews) are two steps removed and are only half as
similar genetically (i.e., 25 percent) as first-degree relatives are. Third-degree rela-
tives (e.g., cousins) are three steps removed and half as similar genetically (i.e., 125
percent) as second-degree relatives are. Identical twins are a special case, because
they are the same person genetically.

For our two examples, schizophrenia and general cognitive ability, phenotypic
resemblance of relatives increases with genetic relatedness (see Figures 3.6 and 3.7).
How can there be a dichotomous disorder if many genes cause schizophrenia? One
possible explanation is that genetic risk is normally distributed but that schizophrenia
is not seen until a certain threshold is reached. Another explanation is that disorders



FIGURE 3.10 Genetic relatedness: Male relatives of male index case (proband), with degree of
genetic relatedness in parentheses.

are actually dimensions artificially established on the basis of a diagnosis. That is,
there may be a continuum between what is normal and abnormal. These alternatives
are described in Box 3.1.

These data for schizophrenia (Figure 3.6) and general cognitive ability (Figure
3.7) are consistent with the hypothesis of genetic influence, but they do notprove that
genetic factors are important. It is possible that familial resemblance increases with
genetic relatedness for environmental reasons. First-degree relatives might be more
similar because they live together. Second-degree and third-degree relatives might be
less similar because of less similarity of rearing.

Two experiments of nature are the workhorses of human behavioral genetics
that help to disentangle genetic and environmental sources of family resemblance.
One is the twin study, which compares the resemblance within pairs of identical twins,
who are genetically identical, to the resemblance within pairs of fraternal twins, who,
like other siblings, are 50 percent similar genetically. The second is the adoption study,
which separates genetic and environmental influences. For example, when a child
is placed for adoption at birth, any resemblance between the adopted child and the



BOX 3.1

f complex disorders such as schizo-

phrenia are influenced by many genes,

why are they diagnosed as qualita-
tive disorders rather than assessed as
guantitative dimensions? Theoretically,
there should be a continuum of genetic
risk, from people having none of the
alleles that increase risk for schizophre-
nia to those having most of the alleles
that increase risk. Most people should
fall between these extremes, with only a
moderate susceptibility to schizophrenia.

One model assumes that risk, or
liability, is distributed normally but that
the disorder occurs only when a certain
threshold of liability is exceeded, as rep-
resented in the accompanying figure by
the shaded area in (a). Relatives of an af-
fected person have a greater liability, that
is, their distribution of liability is shifted
to the right, as in (b). For this reason,
a greater proportion of the relatives of
affected individuals exceed the threshold
and manifest the disorder. If there is such
a threshold, familial risk can be high only
if genetic or shared environmental influ-
ence is substantial, because many of an
affected individual's relatives will fall just
below the threshold and not be affected.
Liability and threshold are hypotheti-

cal constructs. However, it is possible to
use the liability-threshold model to
estimate correlations from family risk
data (Falconer, 1965; Smith, 1974). For
example, the correlation estimated for
first-degree relatives for schizophrenia is
0.45, an estimate based on a population
base rate of 1 percent and risk to first-
degree relatives of 9 percent.

Liability-Threshold Model of Disorders

Although correlations estimated
from the liability-threshold model are
widely reported for psychological disor-
ders, it should be emphasized that
this statistic refers to hypothetical
constructs of a threshold and an under-
lying liability derived from diagnoses,
not to the risk for the actual diagnosed
disorder. In the previous example,
the actual risk for schizophrenia for
first-degree relatives is 9 percent, even
though the liability-threshold correlation
is 0.45.

Alternatively, a second model
assumes that disorders are actually
continuous phenotypically. That is,
symptoms might increase continuously
from the normal to the abnormal; a
diagnosis occurs only when a certain
level of symptom severity is reached. The
implication is that common disorders
are in fact guantitative traits (Plomin,
Haworth, & Davis, 2009). A continuum
from normal to abnormal seems likely
for common disorders such as depres-
sion and alcoholism. For example, people
vary in the frequency and severity of their
depression. Some people rarely get the
blues; for others, depression completely
disrupts their lives. Individuals diagnosed
as depressed might be extreme cases
that differ quantitatively, not qualitatively,
from the rest of the population. In such
cases, it may be possible to assess the
continuum directly, rather than assuming
a continuum from dichotomous diagno-
ses using the liability-threshold model.
Even for less common disorders like
schizophrenia, there is increasing interest
in the possibility that there may be no



sharp threshold dividing the normal from
the abnormal, but rather a continuum
from normal to abnormal thought proc-
esses. A method called DF extremes
analysis can be used to investigate the
links between the normal and abnormal
(see Box 11.1).

The relationship between dimen-
sions and disorders is a key issue, as

discussed in later chapters. The best
evidence for genetic links between
dimensions and disorders will come as
specific genes are found for behavior.
For example, will a gene associated
with diagnosed depression also relate to
differences in mood within the normal
range?



child’s birth parents can be attributed to shared heredity rather than to shared envi-
ronment if there is no selective placement. In addition, any resemblance between
the adoptive parents and their adopted children can be attributed to shared environ-
ment rather than to shared heredity. The twin and adoption methods are discussed
in Chapter 6.

SIKEY concepts

Polygenic: Influenced by multiple genes.

Genetic relatedness: The extent or degree to which relatives have genes in common.
First-degree relatives of the proband (parents and siblings) are 50 percent similar
genetically. Second-degree relatives of the proband (grandparents, aunts, and uncles)
are 25 percent similar genetically. Third-degree relatives of the proband (first cousins)
are 12.5 percent similar genetically.

Liability-threshold model: A model which assumes that dichotomous disorders are
due to underlying genetic liabilities that are distributed normally. The disorder appears

only when a threshold of liability is exceeded.

Summary

Mendel’s laws of heredity do not explain all genetic phenomena. For example, genes
on the x chromosome, such as the gene for color blindness, require an extension of
Mendel’s laws. Other exceptions to Mendel’s laws include new mutations, changes in
chromosomes such as the chromosomal nondisjunction that causes Down syndrome,
expanded DNA triplet repeat sequences responsible for Huntington disease and frag-
ile X mental retardation, and genomic imprinting.

Most psychological dimensions and disorders show more complex patterns of
inheritance than do single-gene disorders such as Huntington disease, PKU, or color
blindness. Complex disorders such as schizophrenia and continuous dimensions such
as cognitive ability are likely to be influenced by multiple genes as well as by multiple
environmental factors. Quantitative genetic theory extends Mendel’s single-gene
rules to multiple-gene systems. The essence of the theory is that complex traits can
be influenced by many genes, but each gene is inherited according to Mendel’s laws.
Quantitative genetic methods, especially adoption and twin studies, can detect ge-
netic influence for complex traits.



«-FOUR

DNA: The Basis
of Heredity

heredity works at the chemical or physiological level. Quantitative genetics, such
as twin and adoption studies, depends on Mendel’s laws of heredity but does not require
knowledge of the biological basis of heredity'. However, it is important to understand the
biological mechanisms underlying heredity for two reasons. First, understanding the bio-
logical basis of heredity makes it clear that the processes by which genes affect behavior
are not mystical. Second, this understanding is crucial for appreciating the exciting ad-
vances in attempts to identify genes associated with behavior. This chapter describes the
biological basis of heredity. There are many excellent genetics texts that provide great
detail about this subject (e.g., Hartl & Ruvolo, 2011). The biological basis of heredity in-
cludes the fact that genes are contained on structures called chromosomes. The linkage
of genes that lie close together on a chromosome has made possible the mapping of the
human genome. Moreover, abnormalities in chromosomes contribute importantly to be-
havioral disorders, especially mental retardation.

I\/I endel was able to deduce the laws of heredity even though he had no idea of how

DNA

Nearly a century after Mendel did his experiments, it became apparent that DNA
(deoxyribonucleic acid) is the molecule responsible for heredity. In 1953, |James W at-
son and Francis Crick proposed a molecular structure for DNA that could explain
how genes are replicated and how DNA codes for proteins. As shown in Figure 4.1,
the DNA molecule consists of two strands that are held apart by pairs of four bases:
adenine, thymine, guanine, and cytosine. As a result of the structural properties of
these bases, adenine always pairs with thymine and guanine always pairs with cyto-
sine. The backbone of each strand consists of sugar and phosphate molecules. The
strands coil around each other to form the famous double helix of DNA (Figure 4.2).

The specific pairing of bases in these two-stranded molecules allows DNA to
carry out its two functions: to replicate itself and to direct the synthesis of proteins.
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FIGURE 4.1 Flat representation of the four DNA bases in which adenine (A) always pairs with
thymine (T) and guanine (G) always pairs with cytosine (C). (From Heredity, EVOlUtiOﬂ, and SOCiety by
I. M. Lerner. W. H. Freeman and Company. ©1968.)

Replication of DNA occurs during the process of cell division. The double helix of
the DNA molecule unzips, separating the paired bases (Figure 4.3). The two strands
unwind, and each strand attracts the appropriate bases to construct its complement. In
this way, two complete double helices of DNA are created where there was previously
only one. This process of replication is the essence of life, which began billions ofyears
ago when the first cells replicated themselves. It is also the essence of each of our lives,
beginning with a single cel! and faithfully reproducing our DNA in trillions of cells.

The second major function of DNA is to direct the synthesis of proteins ac-
cording to the genetic information that resides in the particular sequence of bases.
DNA encodes the various sequences of the 20 amino acids making up the thousands
of specific enzymes and other proteins that are the stuff of living organisms. Box 4.1
describes this process, the so-called central dogma of molecular genetics.

What is the genetic code contained in the sequence of DNA bases, which is tran-
scribed to messenger RNA (MRNA; see Box 4.1) and then translated into amino acid se-
quences? The code consists of various sequences of three bases, which are called codons

FIGURE 4.2 A three-dimensional view of a segment of DNA. (From Heredity, Evolution, and SOCiety
by I. M. Lerner. W. H. Freeman and Company. ©1968.)



FIGURE 4.3 Replication of DNA. (after Molecular Biology of Bacterial Viruses by . s. stent. w. H. Free-
man and Company. ©1963.)

(Table 4.1). For example, three adenines in a row (AAA) in the DNA molecule will be
transcribed in mRNA as three uracils (UUU). This mRNA codon codes for the amino
acid phenylalanine. Although there are 64 possible triplet codons (43 = 64), there are
only 20 amino acids. Some amino acids are coded bv as many as six codons. Any one of
three particular codons signals the end of a transcribed sequence (stop signals).

This same genetic code applies to all living organisms. Discovering this code was
one of the great triumphs of molecular biology. The human set of DNA sequences



[TABLE P W

The Genetic Code

Amino Acid’ DNA Code

Alanine CGA, CGG, CGT, CGC

Arginine GCA, GCG, GCT, GCC, TCT, TCC
Asparagine TTA, TTG

Aspartic acid CTA,CTG

Cysteine ACA, ACG

Glutamic acid CTT,CTC

Glutamine GTT,GTC

Glycine CCA, CCG, CCT, CccC

Histidine GTA, GTG

Isoleucine TAA, TAG, TAT

Leucine AAT, AAC, GAA, GAG, GAT, GAC
Lysine TTT, TTC

Methionine TAG

Phenylalanine AAA, AAG

Proline GGA, GGG, GGT, GGC

Serine AGA, AGG, AGT, AGC, TCA, TCG
Threonine TGA, TGG, TGT, TGC
Tryptophan ACC

Tyrosine ATA, ATG

Valine CAA, CAG, CAT, CAC

(Stop signals)

ATT, ATC, ACT

‘The 20 amino acids are organic molecules that are linked together by peptide bonds to form
polypeptides, which are the building blocks of enzymes and other proteins. The particular
combination of amino acids determines the shape and function of the polypeptide.

(the genome) consists of about 3 billion base pairs, counting just one chromosome
from each pair of chromosomes. The 3 billion base pairs contain about 25,000 pro-
tein-coding genes, which range in size from about 1000 bases to 2 million bases. The
chromosomal locations of most genes are known. About a third of our protein-coding
genes are expressed only in the brain; these are likely to be most important for be-
havior. The human genome sequence is like an encyclopedia of genes with 3 billion
letters, equivalent in length to about 3000 books of 500 pages each. Continuing with
this simile, the encyclopedia of genes is written in an alphabet consisting of 4 letters
(A, T, G, C), with 3-letter words (codons) organized into 23 volumes (chromosomes).
This simile, however, does not comfortably extend to the fact that each encyclopedia
is different; millions of letters (about 1in 1000) differ for any two people. There is no



single human genome; we each have a different genome, except for identical twins.
Most of the life sciences focus on the generalities of the genome, but the genetic
causes of diseases and disorders lie in these variations in the genome. These variations
on the human theme are the focus of behavioral genetics.

1'he twentieth century has been called the century of the gene. The century
began with the re-discovery of Mendel’s laws of heredity. The word genetics was first
coined in 1905. Almost fifty years later, Crick and Watson described the double helix
of DNA, the premier icon of science. The pace of discoveries accelerated greatly
during the next fifty years, culminating at the turn of the twenty-first century with
the sequencing of the human genome. Most of the human genome was sequenced by
2001 (International Human Genome Sequencing Consortium, 2001; Venter et aL,
2001). Subsequent publications have presented the finished sequence for all chromo-
somes (e.g., Gregory et alL, 2006).

Sequencing of the human genome and the technologies associated with it have
led to an explosion of new findings in genetics. One of many examples was alterna-
tive splicing, in which mRNA is spliced to create different transcripts, which are then
translated into different proteins (Brett, Pospisil, Valcarcel, Reich, & Bork, 2002). Al-
ternative splicing has a crucial role in the generation of biological complexity, and
its disruption can lead to a wide range of human diseases (Barash et aL, 2010). The
speed of discovery in genetics is now so great that it would be impossible to predict
what will happen in the next five years, let alone the next fifty years. Most geneticists
would agree with Francis Collins (2010), the director of the U.S. National Institutes
of Health and leader in the Human Genome Project, who expects that the entire
genome of all newborns will soon be sequenced to screen for genetic problems and
that eventually we will each possess an electronic chip containing our DNA sequence.
Individual DNA chips would herald a revolution in personalized medicine in which
treatment could be individually tailored rather than dependent on our present one-
size-fits-all approach. The greatest value of DNA lies in its ability to predict ge-
netic risk that could lead to preventative interventions. That is, rather than treating
problems after they occur, DNA may allow us to predict problems and intervene to
prevent them. This could involve genetic engineering that alters DNA. While such
efforts with regard to gene therapy in the human species have been historically dif-
ficult, even for single-gene disorders (Rubanyi, 2001), recent results in correcting
vision loss from a genetically informed standpoint have been promising (e.g., Ko-
maromy et al., 2010; Roy, Stein, & Kaushal, 2010). Importantly, to prevent complex
behavioral problems that are affected by many genes as well as many environmental
factors, behavioral and environmental engineering will be needed.

We are now in a better position to understand DNA changes in health, behavior,
and disease in ways that would not have been thought possible five years ago. There
are detailed maps of genetic variation, and efforts are under way to identify parts
of the genome that affect the function of genes. Thanks to decreasing costs of new
sequencing technologies (see Chapter 9), researchers are examining genome changes
that lead to both inherited diseases and common diseases, such as cancer. Another



BOX 4.1

enetic information flows from
< DNA to messenger RNA (MRNA)

to protein. These protein-coding
genes are DNA segments that are a few
thousand to several million DNA base
pairs in length. The DNA molecule con-
tains a linear message consisting of four
bases (adenine, thymine, guanine, and
cytosine); in this two-stranded molecule,

The “Central Dogma” of Molecular Genetics

A always pairs with T and G always
pairs with C. The message is decoded in
two basic steps, shown in the figure: (a)
transcription of DNA into a different sort
of nucleic acid called ribonucleic acid, or
RNA, and (b) translation of RNA into
proteins.

In the transcription process, the
seguence of bases in one strand of the

new direction for research involves efforts to understand the human microbiome
(Archie & Theis, 2011; Zhu, Wang, & Li, 2010), the genomes of the microbes that live
in and on our bodies, as well as the epigenome, chemical marks on our DNA that may
play a part in how the human genome functions and contributes to health, behavior,
and disease (Rakyan, Down, Balding, & Beck, 2011). For behavioral genetics, the most
important thing to understand about the DNA basis of heredity is that the process by
which genes affect behavior is not mystical. Genes code for sequences of amino acids
that form the thousands of proteins of which organisms are made. Proteins create
the skeletal system, muscles, the endocrine system, the immune system, the digestive
system, and, most important for behavior, the nervous system. Genes do not code for



DNA double helix is copied to RNA, spe-
cifically a type of RNA called messenger
RNA (mRNA) because it relays the DNA
code. mRNA is single stranded and is
formed by a process of base pairing simi-
lar to the replication of DNA, except that
uracil substitutes for thymine (so that A
pairs with U instead of T). In the figure,
one DNA strand is being transcribed—
the DNA bases ACCA have just been
copied as UGGU in mRNA. mRNA leaves
the nucleus of the cell and enters the
cell body (cytoplasm), where it connects
with ribosomes, which are the factories
where proteins are built.

The second step involves translation
of the mRNA into amino acid sequences
that form proteins. Another form of
RNA, called transfer RNA (tRNA), trans-
fers amino acids to the ribosomes. Each
tRNA is specific to 1 of the 20 amino
acids. The tRNA molecules, with their
attached specific amino acids, pair up
with the mRNA in a seguence dictated
by the base sequence of the mRNA, as
the ribosome moves along the mRNA
strand. Each of the 20 amino acids
found in proteins is specified by a codon
made up of three sequential mRNA
bases. In the figure, the mRNA code has

begun to dictate a protein that includes
the amino acid sequence methionine-
leucine-valine-tyrosine. Valine has just
been added to the chain that already
includes methionine and leucine. The
mMRNA triplet code GUA attracts tRNA
with the complementary code CAU.
This tRNA transfers its attached amino
acid valine, which is then bonded to
the growing chain of amino acids. The
next mMRNA codon, UAC, is attracting
tRNA with the complementary codon,
AUG, for tyrosine. Although this process
seems very complicated, amino acids
are incorporated into chains at the
incredible rate of about 100 per second.
Proteins consist of particular sequences
of about 100 to 1000 amino acids. The
sequence of amino acids determines
the shape and function of proteins.
Protein shape is subsequently altered

in other ways called posttranslational
changes. These changes affect its
function and are not controlled by the
genetic code.

Surprisingly, DNA that is transcribed
and translated like this represents only
about 2 percent of the genome. What is
the other 98 percent doing? See Chapter
10 for an answer.

behavior directly, but DNA variations that create differences in these physiological
systems can affect behavior. We will discuss DNA variations in Chapter 9.

[0 key concepts

Codon: A sequence of three base pairs that codes for a particular amino acid or the

end of a transcribed sequence.

Transcription: The synthesis of an RNA molecule from DNA in the cell nucleus.

Translation: Assembly of amino acids into peptide chains on the basis of information

encoded in messenger RNA. Occurs on ribosomes in the cell cytoplasm.



Chromosomes

As discussed in Chapter 2, Mendel did not know that genes are grouped together on
chromosomes, so he assumed that all genes are inherited independently. However,
Mendel’s second law of independent assortment is violated when two genes are close
together on the same chromosome. In this case, the two genes are not inherited in-
dependently; and, on the basis of this nonindependent assortment, linkages between
DNA markers have been identified and used to produce a map of the genome. With



FIGURE 4.4 The 23 pairs of human chromosomes. The short arm above the centromere is
called p, and the long arm below the centromere is called q The bands, created by staining, are
used to identify the chromosomes and to describe the location of genes. Chromosomal regions
are referred to by chromosome number, arm of chromosome, and band. Thus, 1p36 refers to
band 6 in region 3 of the p arm of chromosome 1. For more details about each chromosome and
the locus of major genetic disorders, see http://www.ornl.gov/sci/techresources/Human_Genome/

posters/chromosome/chooser.shtml

the same technique, mapped DNA markers are used to identify linkages with disor-
ders and dimensions, including behavior, as described in Chapter 9.

Our species has 23 pairs of chromosomes, for a total of 46 chromosomes. The
number of chromosome pairs varies widely from species to species. Fruit flies have
4, mice have 20, dogs have 39, and butterflies have 190. Our chromosomes are very
similar to those of the great apes (chimpanzee, gorilla, and orangutan). Although the
great apes have 24 pairs, two of their short chromosomes have been fused to form one
of our large chromosomes.

As noted above, one pair of our chromosomes is the sex chromosomes X and Y. Fe-
males are XX and males are XY. All the other chromosomes are called autosomes. As
shown in Figure 4.4, chromosomes have characteristic banding patterns when stained
with a particular chemical. The bands, whose function is not known, are used to


http://www.ornl.gov/sci/techresources/Human_Genome/

identify the chromosomes. At some point in each chromosome, there is a centromere,
a region of the chromosome without genes, where the chromosome is attached to its
new copy when cells reproduce. The short arm of the chromosome above the cen-
tromere is called p and the long arm below the centromere is called g The location
of genes is described in relation to the bands. For example, the gene for Huntington
disease is at 4/>16, which means the short arm of chromosome 4 at a particular band,
number 6 in region 1

In addition to providing the basis for gene mapping, chromosomes are impor-
tant in behavioral genetics because mistakes in copying chromosomes during cell
division affect behavior. There are two kinds of cell division. Normal cell division,
called mitosis, occurs in all cells not involved in the production of gametes. These
cells are called somatic cells. The sex cells produce eggs and sperm, the gametes. In
mitosis, each chromosome in the somatic cell duplicates and divides to produce two
identical cells. A special type of cell division called meiosis occurs in the sex cells of
the ovaries and testes to produce eggs and sperm, both of which have only one mem-
ber of each chromosome pair. Each egg and each sperm have 1 of over 8 million (223)
possible combinations of the 23 pairs of chromosomes. Moreover, crossover (recom-
bination) of members of each chromosome pair (see Figure 2.7) occurs about once
per meiosis and creates even more genetic variability. When a sperm fertilizes an egg
to produce a zygote, one chromosome of each pair comes from the mother’s egg and
the other from the father’s sperm, thereby reconstituting the full complement of 23
pairs of chromosomes.

Q key concepts

Centromere: A chromosomal region without genes where the chromatids are held
together during cell division.

Mitosis: Cell division that occurs in somatic cells in which a cell duplicates itself and its
DNA.

Meiosis: Cell division that occurs during gamete formation and results in halving the
number of chromosomes, so that each gamete contains only one member of each

chromosome pair.

As indicated in Chapter 3, a common copying error lor chromosomes is an un-
even split of the pairs of chromosomes during meiosis, called nondisjunction (see Fig-
ure 3.4). The most common form of mental retardation, Down syndrome, is caused
by nondisjunction of one of the smallest chromosomes, chromosome 21. Many other
chromosomal problems occur, such as breaks in chromosomes that lead to inversion,
deletion, duplication, and translocation. About half of all fertilized human eggs have
a chromosomal abnormality. Most of these abnormalities result in early spontaneous
abortions (miscarriages). At birth, about 1in 250 babies have an obvious chromosomal
abnormality. Small abnormalities such as deletions have been difficult to detect but



are being made much easier to detect by DNA microarrays and sequencing, which
are described in Chapter 9. Although chromosomal abnormalities occur for all chro-
mosomes, only fetuses with the least severe abnormalities survive to birth. Some of
these babies die soon after they are born. For example, most babies with three chro-
mosomes (trisomy) of chromosome 13 die in the first month, and most of those with
trisomy-18 die within the first year. Other chromosomal abnormalities are less lethal
but result in behavioral and physical problems. Nearly all major chromosomal abnor-
malities influence cognitive ability, as expected if cognitive ability is affected by many
genes. Because the behavioral effects of chromosomal abnormalities often involve
mental retardation, they are discussed in Chapter 11.

Missing a whole chromosome is lethal, except for the X and Y chromosomes.
Having an entire extra chromosome is also lethal, except for the smallest chromo-
somes and the X chromosome, which is one of the largest. The reason why the X
chromosome is the exception is also the reason why half of all chromosomal abnor-
malities that exist in newborns involve the sex chromosomes. In females, one of the
two X chromosomes is inactivated, in the sense that most of its genes are not tran-
scribed. In males and females with extra X chromosomes, the extra X chromosomes
also are inactivated. For this reason, even though X is a large chromosome with many
genes, having an extra X in males or females is not lethal. The most common sex
chromosome abnormalities are XXY (males with an extra X), XXX (females with an
extra X), and XYY (males with an extra Y), each with an incidence of about 1in 1000.
The incidence of XO (females with just one X) is lower, 1in 2500 at birth, because 98
percent of such conceptuses abort spontaneously.

Summary

One of the most exciting advances in biology has been understanding Mendel’s “ele-
ments” of heredity. The double helix structure of DNA relates to its dual functions
of self-replication and protein synthesis. The genetic code consists of a sequence of
three DNA bases that codes for amino acids. DNA is transcribed to mRNA, which is
translated into amino acid sequences

Genes are inherited on chromosomes. Linkage between DNA markers and be-
havior can be detected by looking for exceptions to Mendel’s law of independent
assortment, because a DNA marker and a gene for behavior are not inherited inde-
pendently if they are close together on the same chromosome. Our species has 23
pairs of chromosomes. Mistakes in duplicating chromosomes often affect behavior
directly. About 1in 250 newborns has a major chromosomal abnormality, and about
half of these abnormalities involve the sex chromosomes.



Animal Models In
Behavioral Genetics

ehavioral genetic research includes both human and animal approaches. In this
B chapter we will describe the different ways that animal research has been used to
help us understand the roles of genes and environments in behavior. The first part of
the chapter focuses on quantitative genetic designs, while the second describes how
animal studies help to identify genes and clarify their function.

Quantitative Genetic Experiments
to Investigate Animal Behavior

Dogs provide a dramatic yet familiar example of genetic variability within species
(Figure 5.1). Despite their great variability in size and physical appearance— from
a height of six inches for the Chihuahua to three feet for the Irish wolfhound—they
are all members of the same species. Molecular genetic research suggests that dogs,
which originated from wolves about 30,000 years ago as they were domesticated,
may have enriched their supply of genetic variability by repeated intercrossing with
wolves (vonHoldt et al., 2010). The genome of the domestic dog has been sequenced
(Lindblad-Toh et al., 2005), which makes it possible to identify dog breeds on the
basis of DNA alone and suggests that there are four basic genetic clusters of dogs:
wolves and Asian dogs (the earliest domesticated dogs, such as Akitas and Lhasa
Apsos), mastiff-type dogs (e.g., mastiffs and boxers), working dogs (e.g., collies and
sheepdogs), and hunting dogs (e.g., hounds and terriers) (Parker et al., 2004).

Dogs also illustrate genetic effects on behavior. Although physical differences be-
tween breeds are most obvious, dogs have been bred for centuries as much for their be-
havior as for their looks. In 1576, the earliest English-language book on dogs classified
breeds primarily on the basis of behavior. For example, terriers (from terra, which is
Latin for “earth”) were bred to creep into burrows to drive out small animals. Another
book, published in 1686, described the behavior for which spaniels were originally
selected. They were bred to creep up on birds and then spring to frighten the birds



<FIGURE 5.1 Dog breeds illustrate genetic diversity within species for behavior as well as
physical appearance.



into the hunter’s net, which is the origin of the springer spaniel. With the advent of the
shotgun, different spaniels were bred to point rather than to spring. The author of the
1686 work was especially interested in temperament: “Spaniels by Nature are very
loveing, surpassing all other Creatures, for in Heat and Cold, Wet and Dry, Day and
Night, they will not forsake their Master” (cited by Scott & Fuller, 1965, p. 47). These
temperamental characteristics led to the creation of spaniel breeds selected specifi-
cally to be pets, such as the King Charles spaniel, which is known for its loving and
gentle temperament.

Behavioral classification of dogs continues today. Sheepdogs herd, retrievers re-
trieve, trackers track, pointers point, and guard dogs guard with minimal training.
Breeds also differ strikingly in trainability and in temperamental traits such as emo-
tionality, activity, and aggressiveness, although there is also substantial variation in
these traits within each breed (Coren, 2005). The selection process can be quite fine
tuned. For example, in France, where dogs are used chiefly for farm work, there are
17 breeds of shepherd and stock dogs specializing in aspects of this work. In England,
dogs have been bred primarily for hunting, and there are 26 recognized breeds of
hunting dogs. Dogs are unusual in the extent to which different breeds have been
intentionally bred to accentuate genetic differences in behavior.

An extensive behavioral genetic research program on breeds of dogs was con-
ducted over two decades byj. Paul Scott and John Fuller (1965). They studied the
development of pure breeds and hybrids of the five breeds pictured in Figure 5.2:
wire-haired fox terriers, cocker spaniels, basenjis, sheepdogs, and beagles. These
breeds are all about the same size, but they differ markedly in behavior. Although
considerable genetic variability remains within each breed, average behavioral differ-
ences among the breeds reflect their breeding history. For example, as their history
would suggest, terriers are aggressive scrappers, while spaniels are nonaggressive and
people-oriented. Unlike the other breeds, sheepdogs have been bred, not for hunting,
but for performing complex tasks under close supervision from their masters. They
are very responsive to training. In short, Scott and Fuller found behavioral breed dif-
ferences just about everywhere they looked—in the development of social relation-
ships, emotionality, and trainability, as well as many other behaviors. They also found
evidence for interactions between breeds and training. For example, scolding that
would be brushed off by a terrier could traumatize a sheepdog.

Selection Studies

Laboratory experiments that select for behavior provide the clearest evidence for ge-
netic influence on behavior. As dog breeders and other animal breeders have known
for centuries, if a trait is heritable, you can breed selectively for it. Research in Russia
aimed to understand how our human ancestors had domesticated dogs from wolves
by selecting for tameness in foxes, which are notoriously wary of humans. Foxes
that were the tamest when fed or handled were bred for more than 40 generations.
The result of this selection study is a new breed of foxes that are like dogs in their



FIGURE 5.2 J. P. Scott with the five breeds of dogs used in his experiments with J. L. Fuller. Left
to right: wire-haired fox terrier, American cocker spaniel, African basenji, Shetland sheepdog, and

beagle. (From Genetics and the Social Behavior of the Dog by 3. p. scott & 1. L Fuller. ©1965 by The University

of Chicago Press. All rights reserved.)

friendliness and eagerness for human contact (Figure 5.3), so much so that these foxes
have now become popular house pets in Russia (Kukekova et al., 2011, Trut, Oskina,
& Kharlamova, 2009).

Laboratory experiments typically select high and low lines in addition to main-
taining an unselected control line. For example, in one of the largest and longest
selection studies of behavior (DeFries, Gervais, & Thomas, 1978), mice were selected
for activity in a brightly lit box called an open field, a measure of fearfulness that was
invented more than 70 years ago (Figure 5.4). In the open field, some animals become
immobile, defecate, and urinate, whereas others actively explore it. Lower activity
scores are presumed to index fearfulness.

The most active mice were selected and mated with other high-active mice. The
least active mice were also mated with each other. From the offspring of the high-
active and low-active mice, the most and least active mice were again selected and
mated in a similar manner. This selection process was repeated for 30 generations. (In
mice, a generation takes only about three months.)



FIGURE 5.3 Foxes are normally wary of humans and tend to bite. After selecting for tameness
for 40 years, a program involving 45,000 foxes has developed animals that are not only tame
but friendly. This one-month-old fox pup not only tolerates being held but is licking the woman's
face. (From Trut, 1999. Reprinted with permission.}.

FIGURE 5.4 Mouse in an open field. The holes near the floor transmit light beams that elec-
tronically record the mouse's activity.



The results are shown in Figures 5.5 and 5.6 for replicated high, low, and control
lines. Over the generations, selection was successful: The high lines became increas-
ingly more active and the low lines less active (see Figure 5.5). Successful selection
can occur only if heredity is important. After 30 generations of such selective breed-
ing, a 30-fold average difference in activity has been achieved. There is no overlap
between the activity of the low and high lines (see Figure 5.6). Mice from the high-
active line now boldly run the equivalent total distance of the length of a football field
during the six-minute test period, whereas the low-active mice quiver in the corners.

Another important finding is that the difference between the high and low lines
steadily increases each generation. This outcome is a typical finding from selection
studies of behavioral traits and strongly suggests that many genes contribute to varia-
tion in behavior. If just one or two genes were responsible for open-field activity, the

Generation

FIGURE 5.5 Results of a selection study of open-field activity. Two lines were selected for high
open-field activity (H, and H2), two lines were selected for low open-field activity (L] and L2), and
two lines were randomly mated within each line to serve as controls (C, and C2). (From "Response
to 30 generations of selection for open-field activity in laboratory mice" by J C DeFries, M. C. Gervais, & E. A.
Thomas. Behavior GenetiCS, 8, 3-13. ©1978 by Plenum Publishing Corporation. All rights reserved.)
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FIGURE 5.6 Distributions of activity scores of lines selected for high and low open-field activity
for 30 generations (SOto S3J). Average activity of control lines in each generation is indicated
by an arrow. (From "Response to 30 generations of selection for open-field activity in laboratory mice"

by J. C. DeFries, M C. Gervais, & E. A Thomas. Behavior GenetiCS, 8, 3-13. ©1978 by Plenum Publishing
Corporation. All rights reserved.)

two lines would separate after a few generations and would not diverge any further
in later generations.

Despite the major investment required to conduct a selection study, the method
continues to be used in behavioral genetics, in part because of the convincing evi-
dence it provides for genetic influences on behavior and in part because it produces
lines of animals that differ as much as possible genetically for a particular behavior
(e.g., Zombeck, DeYoung, Brzezinska, & Rhodes, 2011).



Inbred Strain Studies

The other major quantitative genetic design for animal behavior compares inbred
strains, in which brothers have been mated with sisters for at least 20 generations.
This intensive inbreeding makes each animal within the inbred strain virtually a
genetic clone of all other members of the strain. Because inbred strains differ geneti-
cally from one another, genetically influenced traits will show average differences be-
tween inbred strains reared in the same laboratory environment. Differences within
strains are due to environmental influences. In animal behavioral genetic research,
mice are most often studied; more than 450 inbred strains of mice are available (Beck
et al., 2000). Some of the most frequently studied inbred strains are shown in Figure
5.7. A database cataloging differences between inbred mouse strains—including be-
havioral differences such as anxiety, learning and memory, and stress reactivity—can

FIGURE 5.7 Four common inbred strains of mice: (a) BALB/c; (b) DBA/2; (c) C3H/2; (d) C57BL/6.



be found at: http://plienome.jax.org/, which includes data for over 2000 different
measurements for 178 inbred strains (Flint, 2011).

Studies of inbred strains suggest that most mouse behaviors show genetic influ-
ence. For example, Figure 5.8 shows the average open-field activity scores of two in-
bred strains called BALB/c and C57BL/6. The C57BL/6 mice are much more active
than the BALB/c mice, an observation suggesting that genetics contributes to open-
field activity. The mean activity scores ofseveral crosses are also shown: F1 F2 and F,
crosses (explained in Box 2.1) between the inbred strains, the backcross between the
hjand the BALB/c strain (B, in Figure 5.8), and the backcross between the Ft and the
C57BL/6 strain (B, in Figure 5.8). There is a strong relationship between the average
open-field scores and the percentage of genes obtained from the C57BL/6 parental
strain, which again points to genetic influence.

Rather than just crossing two inbred strains, the diallel design compares sev-
eral inbred strains and all possible Fj crosses between them. Figure 5.9 shows the
open-field results of a diallel cross between BALB/c, C57BL/6, and two other inbred
strains (C3H/2 and DBA/2). C3H/2 is even less active than BALB/c, and DBA/2 is
almost as active as C57BL/6. The F, crosses tend to correspond to the average scores
of their parents. For example, the F, cross between C3H/2 and BALB/c is intermedi-
ate to the two parents in open-field activity.

FIGURE 5.8 Mean open-field activity (+ twice the standard error) of BALB/c and C57BI76 mice
and their derived F,, backcross (B, and B2), F2, and F3 generations. (From "Response to 30 generations
of selection for open-field activity in laboratory mice" by J. C. DeFries, M. C. Gervais, & E. A. Thomas. Behavior
Genetics, 8, 3-13. ©1978 by Plenum Publishing Corporation. All rights reserved.)
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Studies of inbred strains are also useful for detecting environmental effects. First,
because members of an inbred strain are genetically identical, individual differences
within a strain must be due to environmental factors. Large differences within inbred
strains are found for open-field activity and most other behaviors studied, reminding
us of the importance of prenatal and postnatal nurture as well as nature. Second, in-
bred strains can be used to assess the net effect of mothering by comparing F, crosses
in which the mother is from either one strain or the other. For example, the F, cross
between BALB/c mothers and C57BL/6 fathers can be compared to the genetically
equivalent F, cross between C57BL/6 mothers and BALB/c fathers. In adiallel study
like that shown in Figure 5.9, these two hybrids had nearly identical scores, as was
the case for comparisons between the other crosses as well. This result suggests that
prenatal and postnatal environmental effects of the mother do not importantly affect
open-field activity. If maternal effects are found, it is possible to separate prenatal and
postnatal effects by cross-fostering pups of one strain with mothers of the other strain.
Third, the environments of inbred strains can be manipulated in the laboratory to
investigate interactions between genotype and environment, as discussed in Chapter
8. A type of genotype-environment interaction was reported in an influential paper
in which genetic influences as assessed by inbred strains differed across laboratories
for some behaviors, although the results for open-field activity were robust across
laboratories (Crabbe, Wahlsten, & Dudek, 1999). Subsequent studies indicated that

FIGURE 5.9 Diallel analysis of four inbred mouse strains for open-field activity. The F, strains
are ordered according to the average open-field activity score of their parental inbred strains.
(After Henderson, 1967.)



the rank order between inbred strains for behaviors showing large strain differences
is stable across laboratories (Wahlsten et al., 2003). For example, comparisons over
50 years of research on inbred strains for locomotor activity and ethanol preference
yield rank-order correlations of 0.85 to 0.98 across strains (Wahlsten, Bachmanov,
Finn, & Crabbe, 2006). Another study of more than 2000 outbred mice also showed
few interactions between open-field activity and experimental variables, such as who
tests the mice and order of testing (Valdar, Solberg, Gauguier, Cookson, et al., 2006).
Nonetheless, there is value in multi-laboratory studies in terms of generalizability of
inbred strain results (Kafkafi, Benjamini, Sakov, EImer, & Golani, 2005).

More than 1000 behavioral investigations involving genetically defined mouse
strains were published between 1922 and 1973 (Sprott & Staats, 1975), and the pace
accelerated into the 1980s. Studies such as these played an important role in demon-
strating that genetics contributes to most behaviors. Although inbred strain studies
now tend to be overshadowed by more sophisticated genetic analyses, inbred strains
still provide a simple and highly efficient test for the presence of genetic influence.
For example, inbred strains have recently been used to screen for genetic mediation
of associations between genomewide gene expression profiles and behavior (Letwin
et al.,, 2006; Nadler et al., 2006), a topic to which we will return in Chapter 10.

Q key concepts

Selective breeding: Breeding for a phenotype over several generations by selecting
parents with high scores on the phenotype, mating them, and assessing their offspring
to determine the response to selection. Bidirectional selection studies also select in the
other direction, that is, for low scores.

Inbred strain: A strain of animal (usually mice) that has been mated with siblings

for at least 20 generations, resulting in genetically identical individuals. Use of inbred

strains allows genetic and environmental influences on behavior to be specified.

Animal Studies for Identifying Genes
and Gene Functions

The first part of this chapter described how inbred strain and selection studies with ani-
mals provide direct experiments to investigate genetic influence. In contrast, as we will
describe in Chapter 6, quantitative genetic research on human behavior is limited to
less direct designs, primarily adoption, the experiment of nurture, and twinning, the ex-
periment of nature. Similarly, animal models provide more powerful means to identify
genes than are available for our species because genes and genotypes can be manipu-
lated experimentally. Chapter 9 will describe methods for identifying genes in humans.

Long before DNA markers became available in the 1980s (see Box 9.1 for more
information on DNA markers), associations were found between single genes and be-
havior. The first example was discovered in 1915 by A. H. Sturtevant, inventor of the
chromosome map. He found that a single-gene mutation that alters eye color in the fruit



fly Drosophila also affects their mating behavior. Another example involves the single
recessive gene that causes albinism and also affects open-field activity in mice. Albino
mice are less active in the open field. It turns out that this effect is largely due to the fact
that albinos are more sensitive to the bright light of the open field. With a red light that
reduces visual stimulation, albino mice are almost as active as pigmented mice. These
relationships are examples of what is called allelic association, the association between a
particular allele and a phenotype. Rather than using genes that are known by their phe-
notypic effect, like those for eye color and albinism, it is now possible to use millions of
polymorphisms in DNA itself, either naturally occurring DNX\ polymorphisms, such
as those determining eye color or albinism, or artificially created mutations.

Creating Mutations

In addition to studying naturally occurring genetic variation, geneticists have long
used chemicals or X-irradiation to create mutations in the DNA itself in order to
identify genes affecting complex traits, including behavior. This section focuses on the
use of mutational screening to identify genes that affect behavior in animal models.

During the past 40 years, hundreds of behavioral mutants have been created in
organisms as diverse as bacteria, worms, fruit flies, zebrafish, and mice (Figure 5.10).

Fruit fly Mouse

FIGURE 5.10 Behavioral mutants have been created in bacteria (shown magnified 25,000
times), roundworms (about 1 mm in length), fruit flies (about 2-4 mm), zebrafish (about 4 cm),
and mice (about 9 cm without the tail).



Information about these and other animal models for genetic research is available
from www.nih.gov/science/models. This work illustrates that most normal behav-
ior is influenced by many genes. Although any one of many single-gene mutations
can seriously disrupt behavior, normal development is orchestrated by many genes
working together. An analogy is an automobile, which requires thousands of parts
for its normal functioning. If any one part breaks down, the automobile may not run
properly. In the same way, if the function of any gene breaks down through mutation,
it is likely to affect many behaviors. In other words, mutations in single genes can
drastically affect behavior that is normally influenced by many genes. An important
principle is pleiotropy, the effect of a single gene on many traits. The corollary is that
any complex trait is likely to be polygenic, that is, influenced by many genes. Also,
there is no necessary relationship between naturally occurring genetic variation and
experimentally created genetic variation. That is, creating a mutation that affects a
behavior does not imply that naturally occurring variation in that gene is associated
with naturally occurring variation in the behavior.

Bacteria Although the behavior of bacteria is by no means attention grabbing, they
do behave. They move toward or away from many kinds of chemicals by rotating their
propeller-like flagella. Since the first behavioral mutant in bacteria was isolated in
1966, the dozens of mutants that have been created emphasize the genetic complexity
of an apparently simple behavior in a simple organism. For example, many genes are
involved in rotating the flagella and controlling the duration of the rotation.

Roundworms Among the 20,000 species of nematode (roundworm), Caenorhabditis
elegans is about 1 mm in length and spends its three-week life span in the soil, espe-
cially in rotting vegetation, where it feeds on microbes such as bacteria. Conveniently,
it also thrives in laboratory Petri dishes. Once viewed as an uninteresting, featureless
tube of cells, C elegans is now studied by thousands of researchers. It has 959 cells,
of which 302 are nerve cells, including neurons in a primitive brain system called a
nerve ring. A valuable aspect of C elegans is that all its cells are visible with a micro-
scope through its transparent body. The development of its cells can be observed, and
it develops quickly because of its short life span.

Its behavior is more complex than that of single-celled organisms like bacte-
ria, and many behavioral mutants have been identified (Hobert, 2003). For example,
investigators have identified mutations that affect locomotion, foraging behavior,
learning, and memory (Ardiel & Rankin, 2010; Rankin, 2002). C. elegans is especially
important for functional genetic analysis because the developmental fate of each of
its cells and the wiring diagram of its 302 nerve cells are known. In addition, most of
its 20,000 genes are known, although we have no idea what half of them do (http://
www.wormbase.org/; Harris et al., 2010). About half of the genes are known to match
human genes. C eleganshas the distinction of being the first animal to have its genome
of 100 million base pairs (3 percent of the size of the human genome) completely
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sequenced (Wilson, 1999). Despite these huge advantages for the experimental analy-
sis of behavior, it has been difficult to connect the dots between genes, brain, and
behavior (Schafer, 2005), which is a lesson to which we will return in Chapter 10.

Fruit flies The fruit fly Drosophila, with about 2000 species, is the star organism in
terms of behavioral mutants, with hundreds identified since the pioneering work of
Seymour Benzer (Weiner, 1999). Its advantages include its small size (2— mm), the
ease of growing it in a laboratory, its short generation time (about two weeks), and
its high productiv ity (females can lay 500 eggs in 10 days). Its genome was sequenced
in 1998.

The earliest behavioral research involved responses to light (phototaxis) and
to gravity (geotaxis). Normal Drosophila move toward light (positive phototaxis) and
away from gravity (negative geotaxis). Many mutants that were either negatively pho-
totaxic or positively geotaxic were created. Attempts are continuing to identify the
specific genes involved in these behaviors (Toma, White, Hirsch, & Greenspan, 2002).

The hundreds of other behavioral mutants included sluggish (generally slow),
hyperkinetic (generally fast), easily shocked (jarring produces a seizure), and paralyzed
(collapses when the temperature goes above 28°C). A drop dead mutant walks and
flies normally for a couple of days and then suddenly falls on its back and dies. More
complex behaviors have also been studied, especially courtship and learning. Behav-
ioral mutants for various aspects of courtship and copulation have been found. One
male mutant, called fruitless, courts males as well as females and does not copulate.
Another male mutant cannot disengage from the female after copulation and is given
the dubious title stuck. The first learning behavior mutant was called dunce and could
not learn to avoid an odor associated with shock even though it had normal sensory
and motor behavior.

Drosophila also offer the possibility of creating genetic mosaics, individuals in
which the mutant allele exists in some cells of the body but not in others (Hotta &
Benzer, 1970). As individuals develop, the proportion and distribution of cells with
the mutant gene vary across individuals. By comparing individuals with the mutant
gene in a particular part of the body—detected by a cell marker gene that is inherited
along with the mutant gene—it is possible to localize the site where a mutant gene
has its effect on behavior.

The earliest mosaic mutant studies involved sexual behavior and the X chromo-
some (Benzer, 1973). Drosophila were made mosaic for the X chromosome: Some body
parts have two X chromosomes and are female, and other body parts have only one X
chromosome and are male. As long as a small region toward the back ol the brain is
male, courtship behavior is male. Of course, sex is not all in the head. Different parts
of the nervous system are involved in aspects of courtship behavior such as tapping,
“singing,” and licking. Successful copulation also requires a male thorax (containing
the fly’s version of a spinal cord between the head and abdomen) and, of course, male
genitals (Greenspan, 1995).



Many other gene mutations in Drosophila have been shown to affect behaviors
(Sokolowski, 2001). The future importance of Drosophila in behavioral research is as-
sured by its unparalleled genomic resources (often called bioinformatics) (Matthews,
Kaufman, & Gelbart, 2005).

Zebrafish Although invertebrates like C. elegans and Drosophila are useful in behav-
ioral genetics, many forms and functions are new to vertebrates. The zebrafish, named
after its horizontal stripes, is common in many aquaria, grows to about 4 cm, and can
live for five years. It has become a key vertebrate for studying early development
because the developing embryo can be observed directly—it is not hidden inside the
mother as are mammalian embryos. In addition, the embryos themselves are trans-
lucent. Nearly 2000 gene mutations that affect embryonic development have been
identified. Behavior has recently become a focus of research on the zebrafish (Wright,
2011), including sensory and motor development (Guo, 2004), food and opiate pref-
erences (Lau, Bretaud, Huang, Lin, & Guo, 2006), social behavior (Blaser & Gerlai,
2006; Miller & Gerlai, 2007), and associative learning (Sison & Gerlai, 2010).

Mice and rats The mouse is the main mammalian species used for mutational
screening (Kile & Hilton, 2005). Hundreds of lines of mice with mutations that affect
behavior have been created (Godinho & Nolan, 2006). Many of these are preserved
in frozen embryos that can be “reconstituted” on order. Resources describing the be-
havioral and biological effects of the mutations are available (e.g., www.informatics.
jax.org/). Major initiatives are under way to use chemical mutagenesis to screen mice
for mutations on a broad battery of measures of complex traits (Brown, Hancock, &
Gates, 2006; Kumar et al.,, 2011). Behavioral screening is an important part of these
initiatives because behavior can be an especially sensitive indicator of the effects of
mutations (Crawley, 2003, 2007).

After the human, the mouse was the next mammalian target for sequencing the
entire genome, which was accomplished in 2001 (Venter et al., 2001). The rat, whose
larger size makes it the favorite rodent for physiological and pharmacological re-
search, is also coming on strong in genomics research (Jacob & Kwitek, 2002; Smits &
Cuppen, 2006). The rat genome was sequenced in 2004 (Gibbs et al., 2004). The bio-
informatics resources for rodents are growing rapidly (DiPetrillo, Wang, Stylianou,
& Paigen, 2005).

Targeted mutations in mice In addition to mutational screening, the mouse is
also the main mammalian species used to create targeted mutations that knock out
the expression of specific genes. A targeted mutation is a process by which a gene
is changed in a specific way to alter its function (Capecchi, 1994). Most often, genes
are “knocked out” by deleting key DNA sequences that prevent the gene from being
transcribed. Many techniques produce more subtle changes that alter the gene’s regu-
lation; these changes lead to underexpression or overexpression of the gene rather
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than knocking it out altogether. In mice, the mutated gene is transferred to embryos
(atechnique called transgenics when the mutated gene is from another species). Once
mice homozygous for the knock-out gene are bred, the effect of the knock-out gene
on behavior can be investigated.

More than 10,000 knock-out mouse lines have been created, many of which affect
behavior, I-'orexample, since 1996 nearly 100 genes have been genetically engineered
for their effect on alcohol responses (Crabbe, Phillips, & Belknap, 2010; Crabbe, Phil-
lips, Harris, Arends, & Koob, 2006). Another example is aggressive behavior in the
male mouse, for which 56 genetically engineered genes show effects (Maxson, 2009).
An ongoing project, called the Knockout Mouse Project, aims to create knock-outs in
8500 genes (www.nih.gov/science/models/mouse/knockout).

Gene-targeting strategies are not without their limitations (Crusio, 2004). One
problem with knock-out mice is that the targeted gene is inactivated throughout
the animal’s life span. During development, the organism copes with the loss of the
gene’s function by compensating wherever possible. For example, deletion of a gene
coding for a dopamine transporter protein (which is responsible for inactivating
dopaminergic neurons by transferring the neurotransmitter back into the presyn-
aptic terminal) results in a mouse that is hyperactive in novel environments (Giros,
Jaber,Jones, Wightman, & Caron, 1996). These knock-out mutants exhibit complex
compensations throughout the dopaminergic system that are not specifically due
to the dopamine transporter itself (Jones et al., 1998). However, in most instances,
compensations for the loss of gene function are invisible to the researcher, and cau-
tion must be taken to avoid attributing compensatory changes in the animals to the
gene itself. These compensatory processes can be overcome by creating conditional
knock-outs of regulatory elements; these conditional mutations make it possible
to turn expression of the gene on or off at will at any time during the animal’s life
span, or the mutation can target specific areas of the brain (e.g., Hall, Limaye, &
Kulkarni, 2009).

Gene silencing In contrast to knock-out studies, which alter DNA, another method
uses double-stranded RNA to “knock down” expression of the gene that shares its se-
quence (Hannon, 2002). The gene silencing technique, which was discovered in 1997
and won the Nobel Prize in 2006 (Bernards, 2006), is called RNA interference (RNAI)
or small interfering RNA (siRNA), because it degrades complementary RNA tran-
scripts  (http://www.ncbi.nlm.nih.gov/projects/genome/probe/doc/ApplSilencing.
shtml). siRNA kits are now available commercially that target nearly all the genes in
the human and mouse genomes. More than 8000 papers on siRNA were published
in 2010 alone, primarily about using cell cultures where delivery of the siRNA to the
cells is not a problem. However, in vivo animal model research necessary for behav-
ioral analysis has begun. Although delivery to the brain remains a problem (Thak-
ker, Hoyer, tk Cryan, 2006), injecting siRNA in mouse brain has yielded knock-down
results on behavior similar to results expected from knock-out studies (Salahpour,
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Medvedev, Beaulieu, Gainetdinov, & Caron, 2007). It is hoped that siRNA will soon
have therapeutic applications (Kim & Rossi, 2007), for example, for prevention of
infection by a respiratory virus (DeVincenzo et al., 2010).

Q key concepts

Mutation: A heritable change in DNA base-pair sequences.

Targeted mutation: The changing of a gene in a specific way to alter its function,
such as gene knock-outs.

Gene silencing: Suppressing expression of a gene but not altering it and, thus, not
heritable.

Quantitative Trait Loci

Creating a mutation that has a major effect on behavior does not mean that this gene
is specifically responsible for the behavior. Remember the automobile analogy in
which any one of many parts can go wrong and prevent the automobile from running
properly. Although the part that goes wrong has a big effect, that part is only one of
many parts needed for normal functioning. Moreover, the genes changed by artifi-
cially created mutations are not necessarily responsible for the naturally occurring
genetic variation detected in quantitative genetic research. ldentifying genes respon-
sible for naturally occurring genetic variation that affects behavior has only become
possible in recent years. The difficulty is that, instead of looking for a single gene with
a major effect, we are looking for many genes, each having a relatively small effect
size— quantitative trait loci (QTLS).

Animal models have been particularly useful in the quest for QTLs because both
genetics and environment can, and may, be manipulated and controlled in the labora-
tory, whereas for our species neither genetics nor environment may be manipulated.
Animal model work on natural genetic variation and behavior has primarily studied
the mouse and the fruit fly Drosophila (Kendler & Greenspan, 2006). Although this
section emphasizes research on mice, similar methods have been used in Drosoph-
ila (Mackay & Anholt, 2006) and have been applied to many behaviors (Anholt &
Mackay, 2004), including mating behavior (Moehring & Mackay, 2004), odor-guided
behavior (Sambandan, Yamamoto, Fanara, Mackay, & Anholt, 2006), and locomotor
behavior (Jordan, Morgan, & Mackay, 2006). In addition, as mentioned in the previous
section, behavioral genetic research on the rat is also increasing rapidly for complex
traits, including behavior (Smits & Cuppen, 2006).

In animal models, linkage can be identified by using Mendelian crosses to trace
the cotransmission of a marker whose chromosomal location is known and a single-
gene trait, as illustrated in Figure 2.6. Linkage, which is also described in Chapter 9,
is suggested when the results violate Mendel’s second law ofindependent assortment.
However, as emphasized in previous chapters, behavioral dimensions and disorders
are likely to be influenced by many genes; consequently, any one gene is likely to



have only a small effect. If many genes contribute to behavior, behavioral traits will
be distributed quantitatively. The goal is to find some of the many genes (QTLs) that
affect these quantitative traits.

F2 crosses Although linkage techniques can be extended to investigate quantita-
tive traits, most QTL analyses with animal models use allelic association, which
is more powerful for detecting the small effect sizes expected for QTLs. Allelic
association refers to the correlation or association between an allele and a trait.
For example, the allelic frequency of DNA markers can be compared for groups
of animals high or low on a quantitative trait. This approach has been applied to
open-field activity in mice (Flint et al.,, 1995). F, mice were derived from a cross
between high and low lines selected for open-field activity and subsequently in-
bred by using brother-sister matings for over 30 generations. Each F: mouse has
a unique combination of alleles from the original parental strains because there is
an average of one recombination in each chromosome inherited from the Fj strain
(see Figure 2.7). The most active and the least active F, mice were examined for 84
DNA markers spread throughout the mouse chromosomes in an effort to identify
chromosomal regions that are associated with open-field activity (Flint et al., 1995).
The analysis simply compares the frequencies of marker alleles for the most active
and least active groups.

Figure 5.11 shows that regions of chromosomes 1, 12, and 15 harbor QTLs for
open-field activity. A QTL on chromosome 15 is related primarily to open-field ac-
tivity and not to other measures of fearfulness, an observation suggesting the pos-
sibility of a gene specific to open-field activity. The QTL regions on chromosomes 1
and 12, on the other hand, are related to other measures of fearfulness, associations
suggesting that these QTLs affect diverse measures of fearfulness. QTLs were subse-
quently mapped in two large (N = 815 and 821) F2crosses from the replicate inbred
lines of mice initially selected for open-field activity (Turri, Henderson, DeFries, &
Flint, 2001). Results of this study both confirmed and extended the previous findings
reported by Flint et al. (1995). QTLs for open-field activity were replicated on chro-
mosomes 1,4, 12, and 15, and new evidence for additional QTLs on chromosome 7
and the X chromosome was also obtained. An exception is exploration in an enclosed
arm of a maze (see Figure 5.11), which was included in the study as a control because
other research suggests that this measure is not genetically correlated with measures
of fearfulness. Several studies have also reported associations between markers on
the distal end of chromosome 1 and quantitative measures of emotional behavior,
although it has been difficult to identify the specific gene responsible for the associa-
tion (Fullerton, 2006).

Heterogeneous stocks and commercial outbred strains Because the chro-
mosomes of F, mice have an average of only one crossover between maternal and
paternal chromosomes, the method has little resolving power to pinpoint a locus,






although it has good power to identify the chromosome on which a QTL resides.
That is, QTL associations found by using F: mice refer only to general “neighbor-
hoods,” not specific addresses. The QTL neighborhood is usually very large, about
10 million to 20 million base pairs of DNA, and thousands of genes could reside
there. One way to increase the resolving power is to use animals whose chromo-
somes are recombined to a greater extent, by breeding for many generations ani-
mals derived either from two inbred strains (an advanced intercross) (Darvasi, 1998)
or from multiple inbred strains (heterogeneous stocks) (Valdar, Solberg, Gauguier,
Burnett, et al., 2006). The latter approach was used to increase 30-fold the resolving
power of the QTL study of fearfulness (Talbot et al.,, 1999). Mice in the top and bot-
tom 20 percent of open-field activity scores were selected from 751 heterogeneous
stock mice. The results confirmed the association between emotionality and markers
on chromosome 1, although rhe association was closer to the 70-cM region than the
100-cM region of chromosome 1 found in the earlier study (see Figure 5.11). Some
supporting evidence for a QTL on chromosome 12 was also found, but none was
found for chromosome 15. Even greater mapping resolution is possible using com-
mercially available outbred mice (Yalcin et al., 2010). For example, using commercial
outbred strains, the chromosome 1 association with emotionality was mapped to an
interval containing a single gene (Yalcin et al., 2004). Commercial outbreds are a
resource for genomewide association mapping in mice and have the potential to
identify multiple genes involved in behavior.

Much QTL research in mice has been in the area of pharmacogenetics, a field
in which investigators study genetic effects on responses to drugs. Dozens of QTLs
have been mapped for drug responses such as alcohol drinking, alcohol-induced
loss of righting reflex, acute alcohol and pentobarbital withdrawal, cocaine seizures,
and morphine preference and analgesia (Crabbe et al., 2010; Crabbe, Phillips, Buck,
Cunningham, & Belknap, 1999). In some instances, the location of a mapped QTL is
close enough to a previously mapped gene of known function to make studies of that
gene informative for human studies (Ehlers, Walter, Dick, Buck, & Crabbe, 2010).
Pharmacogenetics QTL-mapping research also has been extended to rats (Spence
et al., 2009).

FIGURE 5.11 QTLs for open-field activity and other measures of fearfulness in an F2cross
between high and low lines selected for open-field activity. The five measures are (1) open-field
activity (OFA), (2) defecation in the open field, (3) activity in the Y maze, (4) entry in the open
arms of the elevated plus maze, and (5) entry in the closed arms of the elevated plus maze, which
is not a measure of fearfulness. LOD (logarithm to the base 10 of the odds) scores indicate the
strength of the effect; a LOD score of 3 or greater is generally accepted as significant. Distance in
centimorgans (cM) indicates position on the chromosome, with each centimorgan roughly cor-
responding to 1 million base pairs. Below the distance scale are listed the specific short-sequence
repeat markers for which the mice were examined and mapped. (Reprinted with permission from
“A simple genetic basis for a complex psychological trait in laboratory mice" by J. Flint et al. Science, 269,
1432-1435. ©1995 American Association for the Advancement of Science. All rights reserved.)



Recombinant inbred strains Another method used to identify QTLs for behav-
ior involves special inbred strains called recombinant inbred (RI) strains. R1 strains
are inbred strains derived from an F, cross between two inbred strains; this process
leads to recombination of parts of chromosomes from the parental strains (Figure
5.12). Thousands of DNA markers have been mapped in RI strains, thus enabling
investigators to use these markers to identify QTLs associated with behavior without
any additional genotyping (Plomin & McClearn, 1993). The special value of the RI

QTL approach is that it enables all investigators to study essentially the same ani-
mals because the RI strains are extensively inbred. This feature of RI QTL analysis
means that each RI strain needs to be genotyped only once and that genetic correla-
tions can be assessed across measures, across studies, and across laboratories. The
QTL analysis itself is much like the F2 QTL analysis discussed earlier except that,
instead of comparing individuals with recombined genotypes, the Rl QTL approach
compares means of recombinant inbred strains. RI QTL work has also focused on
pharmacogenetics. For example, Rl QTL research has confirmed some of the asso-
ciations for responses to alcohol found using F, crosses (Buck, Rademacher, Metten,
& Crabbe, 2002). Research combining Rl and F2 QTL approaches are also making

FIGURE 5.12 Construction of a set of recombinant inbred strains from the cross of two pa-
rental inbred strains. The F, is heterozygous at all loci that differ in the parental strains. Crossing
F, mice produces an F2 generation in which alleles from the parental strains segregate so that
each individual is genetically unigue. By inbreeding the F2with brother-sister matings for many
generations, recombination continues until each Rl strain is fixed homozygously at each gene for
a single allele inherited from one or the other progenitor inbred strain. Unlike F2crosses, Rl strains
are genetically stable because each strain has been inbred. This means that a set of Rl strains
needs to be genotyped only once for DNA markers or phenotyped only once for behaviors and
the data can be used in any other experiment using that set of Rl strains. Similar to the F2 cross,
QTL association can be detected by comparing the quantitative trait scores of Rl strains that differ
genotypically for a particular DNA marker.



progress toward identifying genes for alcohol-related behaviors (Bennett, Carosone-
Link, Zahniser, &Johnson, 2006).

One problem with the Rl QTL method has been that only a few dozen RI strains
were available, which means that only associations of large effect size could be de-
tected. Also, it has been difficult to locate the specific genes responsible for asso-
ciations. For example, during the past 15 years, more than 2000 QTL associations
have been reported using crosses between inbred strains, but fewer than 1 percent
have been localized (Flint, Valdar, Shifman, & Mott, 2005). A major new develop-
ment is the creation of an RI series that includes as many as 1000 RI strains from
crosses between eight inbred strains (Chesler et al., 2008). When eight inbred strains
are crossed, the resulting RI strains will show greater recombination than seen in the
two-strain Rl example shown in Figure 5.12; they will also yield sufficient power to
detect QTL associations of modest effect size. The “Collaborative Cross,” as the proj-
ect is known, will provide a valuable resource not only for the identification of genes
associated with complex traits but also for integrative analyses of complex systems
that include gene expression as well as neural, pharmacological, and behavioral data
(Aylor et al., 2011), as described in Chapter 10.

Synteny Homology

QTLs found in mice can be used as candidate QTLs for human research because
nearly all mouse genes are similar to human genes. Moreover, chromosomal regions
linked to behavior in mice can be used as candidate regions in human studies because
parts of mouse chromosomes have the same genes in the same order as parts of human
chromosomes, a relationship called synteny homology. Itis as if about 200 chromosomal
regions have been reshuffled onto different chromosomes from mouse to human. (See
www.informatics.jax.org/for details about synteny homology.) For example, the region
of mouse chromosome 1 shown in Figure 511 to be linked with open-field activity
has the same order of genes that happen to be part of the long arm of human chromo-
some 1, although svntenic regions are usually on different chromosomes in mouse
and human. As a result of these findings, this region of human chromosome 1 has
been considered as a candidate QTL region for human anxiety, and linkage with the
syntenic region in human chromosome 1 has been reported in two large studies (Ful-
lerton et al., 2003; Nash et al., 2004). QTLs in syntenic regions for mouse and human
chromosomes have also been reported for alcohol use (Ehlers et al., 2010).

Summary

Quantitative genetic studies of animal behavior provide powerful tests of genetic
influence. These studies include selection studies and studies of inbred strains;
through their use we have learned a great deal about how genes and environments
influence behavior. For example, studies of mice have helped to clarify how genes
are involved in fearful and aggressive behavior, and there have been many studies of
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alcohol-related behaviors in mice. Studies of animal behavior have also been used to
identify genes. Many behavioral mutants have been identified from studies of chemi-
cally induced mutations in organisms as diverse as single-celled organisms, round-
worms, fruit flies, and mice. Associations between such single-gene mutations and
behavior generally underline the point that disruption of a single gene can drastically
affect behavior normally influenced by many genes. Experimental crosses of inbred
strains are powerful tools for identifying linkages, even for complex quantitative traits
for which many genes are involved. Such quantitative trait loci (QTLS) have been
identified for several behaviors in mice, such as fearfulness and responses to drugs.



Nature, Nurture, and
Human Behavior

ost behavioral traits are much more complex than single-gene disorders such
I\/I as Huntington disease and PKU (see Chapter 2). Complex dimensions and
disorders are influenced by heredity, but not by one gene alone. Multiple genes are
usually involved, as well as multiple environmental influences. The purpose of this
chapter is to describe ways in which we can study genetic effects on complex be-
havioral traits in humans. Chapter 5 described how complex behavioral traits are
examined using animal models. The words nature and nurture have a rich and con-
tentious historv in the field, but they are used here simply as broad categories rep-
resenting genetic and environmental influences, respectively. They are not distinct
categories— Chapter 8 discusses the interplay between them, and the importance of
gene-environment interplay is woven throughout this book.

The first question that needs to be asked about behavioral traits is whether hered-
ity is at all important. For single-gene disorders, this is not an issue because it is usu-
ally obvious that heredity is important. For example, for dominant genes, such as the
gene for Huntington disease, you do not need to be a geneticist to notice that every
affected individual has an affected parent. Recessive gene transmission is not as easy
to observe, but the expected pattern of inheritance is clear. For complex behavioral
traits in the human species, an experiment of nature (twinning) and an experiment of
nurture (adoption) are widely used to assess the net effect of genes and environments.
The theory underlying these methods is called quantitative genetics. Quantitative genet-
ics estimates the extent to which observed differences among individuals are due to
genetic differences of any sort and to environmental differences of any sort without
specifying what the specific genes or environmental factors are. When heredity is im-
portant—and it almost always is for complex traits like behavior—it is now possible
to identify specific genes by using the methods of molecular genetics, the topic of
Chapter 9. Behavioral genetics uses the methods of both quantitative genetics and mo-
lecular genetics to study behavior. Using genetically sensitive designs also facilitates
the identification of specific environmental factors, which is the topic of Chapter 8.



Investigating the Genetics
of Human Behavior

Quantitative genetic methods to study human behavior are not as powerful or direct
as the animal approaches described in Chapter 5. Rather than using genetically de-
fined populations such as inbred strains of mice or manipulating environments ex-
perimentally, human research is limited to studying naturally occurring genetic and
environmental variation. Nonetheless, adoption and twinning provide experimental
situations that can be used to test the relative influence of nature and nurture. As
mentioned in Chapter 1, increasing recognition of the importance of genetics during
the past three decades is one of the most dramatic shifts in the behavioral sciences.
This shift is in large part due to the accumulation of adoption and twin research that
consistently points to the important role played by genetics even for complex psy-
chological traits.

Adoption Designs

Many behaviors “run in families,” but familv resemblance can be due either to nature
or to nurture, or to some combination of both. The most direct way to disentangle
genetic and environmental sources of family resemblance involves adoption. Adop-
tion creates sets of genetically related individuals who do not share a common family
environment because they were adopted apart. Their similarity estimates the contri-
bution of genetics to family resemblance.

Adoption also produces adopted-together family members who share a com-
mon family environment but are not genetically related. Their resemblance esti-
mates the contribution of the family environment to family resemblance. In this
way, the effects of nature and nurture can be inferred from the adoption design. As
mentioned earlier, quantitative genetic research does not in itself identify specific
genes or environments. It is possible to incorporate direct measures of genes and
environments into quantitative genetic designs, and a few such studies are under
way (Chapter 8).

For example, consider parents and offspring. Parents in a family study are
“genetic-plus-environmental” parents in that they share both heredity and environ-
ment with their offspring. The process of adoption results in “genetic” parents and
“environmental” parents (Figure 6.1). “Genetic” parents are birth parents who relin-
quish their child for adoption shortly after birth. Resemblance between birth parents
and their adopted offspring directly assesses the genetic contribution to parent-
offspring resemblance. “Environmental” parents are adoptive parents who adopt chil-
dren genetically unrelated to them. When children are placed into adoptive families
as infants, resemblance between adoptive parents and their adopted children directly
assesses the postnatal environmental contributions to parent-offspring resemblance.
Additional environmental influences on the adopted children come from the pre-
natal environment provided by their birth mothers. Genetic influences can also be
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< FIGURE 6.1 Adoption is an experiment of nurture that creates "genetic" relatives (biological
parents and their adopted-away offspring; siblings adopted apart) and "environmental" relatives
(adoptive parents and their adopted children; genetically unrelated children adopted into the
same adoptive family). Resemblance for these "genetic" and "environmental” relatives can be
used to test the extent to which resemblance between the usual "genetic-plus-environmental”
relatives is due to either nature or nurture.

assessed by comparing “genetic-plus-environmental” families with adoptive families
who share only family environment.

“Genetic” siblings and “environmental” siblings can also be studied. “Genetic”
siblings are full siblings adopted apart early in life and reared in different homes. “En-
vironmental” siblings are pairs of genetically unrelated children reared in the same
home. This can be due to two children being adopted early in life by the same adop-
tive parents, to adopted children being reared with children who are biological to the
adoptive parents, or to being part of a stepfamily where each parent brings a child
from a previous marriage. As described in the Appendix, these adoption designs can
be depicted more precisely as path models that are used in model-fitting analyses to
test the fit of the model, to compare alternative models, and to estimate genetic and
environmental influences (see the Appendix; Boker et al., 2011).

Adoption studies often yield evidence for genetic influence on behavioral
traits, although results depend on the trait examined and the age of the adopted
child. Specifically, studies of young children examining behavioral outcomes find
few main effects of genetics (Brooker et al.,, 2011; Natsuaki et al., 2010), although
there is evidence of gene-environment interplay (see Chapter 8). When older ad-
opted children are examined for traits like cognitive ability, genetic factors appear
to be important.

Figure 6.2 summarizes adoption results for general cognitive ability (see Chapter
12 for details). “Genetic” parents and offspring and “genetic” siblings significantly
resemble each other even though they are adopted apart and do not share family
environment. You can see that genetics accounts for about half of the resemblance
for “genetic-plus-environmental” parents and siblings. The other half of familial re-
semblance appears to be explained by shared family environment, assessed directly
by the resemblance between adoptive parents and adopted children, and between
adoptive siblings. Chapter 8 describes a recent important finding that the influence
of shared environment on cognitive ability decreases dramatically from childhood to
adolescence.



FIGURE 6.2 Adoption data indicate that family resemblance for cognitive ability is due both to
genetic resemblance and to environmental resemblance. "Genetic" relatives refer to genetically
related relatives adopted apart. "Environmental” relatives refer to genetically unrelated individu-
als adopted together. (Data adapted from Loehlin, 1989.)

One of the most surprising results from genetic research is that, for many psy-
chological traits other than cognitive ability, especially for traits like personality and
psychopathology, resemblance between relatives is accounted for by shared hered-
ity rather than by shared environment. For example, the risk of schizophrenia is
just as great for offspring of schizophrenic parents whether they are reared by their
biological parents or adopted at birth and reared by adoptive parents. This finding
implies that sharing a family environment does not contribute importantly to family
resemblance for these psychological traits. It does not mean that the environment
generally or even the family environment is unimportant. As discussed in Chapter
8, quantitative genetic research, such as adoption studies, provides the best available
evidence for the importance of environmental influences. The risk for first-degree
relatives of schizophrenic probands who are 50 percent similar genetically is only
about 10 percent, not 50 percent. Furthermore, although family environment does
not contribute to the resemblance of family members for many traits, such factors
could contribute to differences among family members, the nonshared environment
(Chapter 8).



The first adoption study of schizophrenia, reported by Leonard Heston in 1966,
is a classic study that was highly influential in turning the tide from assuming that
schizophrenia was completely caused by early family experiences to recognizing the
importance of genetics (Box 6.1). Box 6.2 considers some methodological issues in
adoption studies.

BOX 6.1

nvironmentalism, which assumes
that we are what we learn, domi-
ated the behavioral sciences until

the 1960s, when a more balanced view
emerged that recognized the impor-
tance of nature as well as nurture. One
reason for this major shift was an adop-
tion study of schizophrenia reported by
Leonard Heston in 1966. Although twin
studies had, for decades, suggested
genetic influence, schizophrenia was
generally assumed to be environmental
in origin, caused by early interactions
with parents. Heston interviewed 47
adult adopted offspring of hospitalized
schizophrenic women. He compared
their incidence of schizophrenia with
that of matched adoptees whose birth
parents had no known mental illness.
Of the 47 adoptees whose birth moth-
ers were schizophrenic, 5 had been
hospitalized for schizophrenia. Three
were chronic schizophrenics hospital-
ized for several years. None of the
adoptees in the control group were
schizophrenic.

The incidence of schizophrenia
in these adopted offspring of schizo-
phrenic birth mothers was 10 percent.
This risk is similar to the risk for schizo-
phrenia found when children are reared
by their schizophrenic birth parents.
Not only do these findings indicate that
heredity makes a major contribution to
schizophrenia, they also suggest that

The First Adoption Study of Schizophrenia

rearing environment has little effect.
When a birth parent is schizophrenic,
the risk for schizophrenia isjust as great
for the offspring when they are adopted
at birth as it iswhen the offspring are
reared by their schizophrenic birth
parents.

Several other adoption studies
have confirmed the results of Heston's
study. His study is an example of what
is called the adoptees' study method
because the incidence of schizophrenia
was investigated in the adopted off-
spring of schizophrenic birth mothers.
A second major strategy is called the
adoptees' family method. Rather than
beginning with parents, this method
begins with adoptees who are affected
(probands) and adoptees who are un-
affected. The incidence of the disorder
in the biological and adoptive families
of the adoptees is assessed. Genetic in-
fluence is suggested if the incidence of
the disorder is greater for the biologi-
cal relatives of the affected adoptees
than for the biological relatives of the
unaffected control adoptees. Environ-
mental influence is indicated if the
incidence is greater for the adoptive
relatives of the affected adoptees than
for the adoptive relatives of the control
adoptees.

These adoption methods and their
results for schizophrenia are described
in Chapter 14.



BOX 6.2

he adoption design is like an experi-

ment that untangles nature and

nurture as causes of family resem-
blance. The first adoption study, which
investigated I1Q, was reported in 1924
(Theis, 1924). The first adoption study of
schizophrenia was reported in 1966 (see
Box 6.1). Adoption studies have become
more difficult to conduct as the number
of domestic adoptions has declined over
the past 50 years. Domestic adoption has
become less common as contraception
and abortion have increased and as more
unmarried mothers have decided to rear
their infants. However, there has been an
increase in international adoptions, with
children typically being adopted at age 1
or older.

One issue about adoption studies is
representativeness. If biological parents,
adoptive parents, or adopted children
are not representative of the rest of
the population, the generalizability
of adoption results could be affected.
However, means are more likely to be
affected than variances, and genetic
estimates rely primarily on variance. In
the population-based Colorado Adop-
tion Project (Petrill, Plomin, DeFries, &
Hewitt, 2003), for example, biological
and adoptive parents appear to be quite
representative of nonadoptive parents,
and adopted children seem to be rea-
sonably representative of nonadopted

Twin Design

Issues in Adoption Studies

children. Other adoption studies,
however, have sometimes shown less
representativeness. Restriction of range
in the environments of adoptive families
can also limit generalizations from adop-
tion studies (Stoolmiller, 1999), although
at least one study has found that even
though there was some restriction of
range, this did not have an impact on
the children's development (McGue et
al., 2007).

Another issue concerns prenatal
environment. Because birth mothers
provide the prenatal environment for
the children they place for adoption, the
resemblance between them might re-
flect prenatal environmental influences.
A strength of adoption studies is that
prenatal effects can be tested indepen-
dently from postnatal environment by
comparing correlations for birth mothers
and birth fathers. Although it is more
difficult to study birth fathers, results
for small samples of birth fathers show
results similar to those for birth mothers
for several behaviors in young children
and for IQ and schizophrenia in adult
adoptees. Another approach to this
issue is to compare adoptees' biological
half siblings related through the mother
(maternal half siblings) with those
related through the father (paternal half
siblings). For schizophrenia, paternal
half siblings of schizophrenic adoptees

The other major method used to disentangle genetic from environmental sources
of resemblance between relatives involves twins (Segal, 1999). Identical twins, also
called monozygotic (MZ) twins because they derive from one fertilized egg (zygote),
are genetically identical (Figure 6.3). If genetic factors are important for a trait, these



show the same risk for schizophrenia as
maternal half siblings do, an observation
suggesting that prenatal factors may
not be of great importance (Kety, 1987).
Another strategy for disentangling the
effects of genetic influences from prena-
tal environmental influences is to obtain
some possible indices of the prenatal
environment, such as the birth mother's
depressive symptoms during pregnancy.
In the only adoption study that has
systematically included these effects in
the models, prenatal environment was
not found to have an influence on child
functioning independent of genetic
influences; however, the analysis was
limited to early childhood (Pemberton et
al., 2010).

For the past two decades, most
domestic adoptions in the United States
have been "open" to some extent. This
means that the birth parents and the
adoptive families know or share infor-
mation about each other with the other
party and the adopted child. Ongo-
ing studies of domestic adoption have
examined the extent to which openness
in the adoption influences the function-
ing of the adoptive parents and the
birth parents and found that, in general,
more open adoptions were associated
with better mental health (Ge et al.,
2008). Openness in adoption raises
some concerns about the extent to

which the adopted child's rearing envi-
ronment is truly independent of genetic
influences from the birth parents. The
majority of work in this area indicates
that although there may be contact
among birth parents, adoptive parents,
and adopted children, this contact is
relatively infrequent.

Finally, selective placement could
cloud the separation of nature and nur-
ture by placing adopted-apart "genetic"
relatives into correlated environments.
For example, selective placement would
occur if the adopted children of the
brightest biological parents are placed
with the brightest adoptive parents. If
selective placement matches biological
and adoptive parents, genetic influences
could inflate the correlation between
adoptive parents and their adopted chil-
dren, and environmental influences could
inflate the correlation between biological
parents and their adopted children. If
data are available on biological parents
as well as adoptive parents, selective
placement can be assessed directly. If se-
lective placement is found in an adoption
study, its effects need to be considered in
interpreting genetic and environmental
results. Although some adoption studies
show selective placement for IQ, other
psychological dimensions and disor-
ders show little evidence for selective
placement.

genetically identical pairs of individuals must be more similar than first-degree rela-
tives, who are only 50 percent similar genetically. Rather than comparing identical
twins with nontwin siblings or other relatives, nature has provided a better comparison
group: fraternal (dizygotic, or DZ) twins. Unlike identical twins, fraternal twins develop
from separately fertilized eggs. They are first-degree relatives, 50 percent genetically



FIGURE 6.3 Twinning is an experiment of nature that produces identical twins, who are geneti-
cally identical, and fraternal twins, who are only 50 percent similar genetically. If genetic factors
are important for a trait, identical twins must be more similar than fraternal twins. DNA markers
can be used to test whether twins are identical or fraternal, although for most pairs it is easy to
tell because identical twins (top photo) are usually much more similar physically than fraternal

twins (bottom photo).

related like other siblings. Half of fraternal twin pairs are same-sex pairs and half are
opposite-sex pairs. Twin studies usually focus on same-sex fraternal twin pairs because
they are a better comparison group for identical twin pairs, who are always same-sex
pairs. If genetic factors are important for a trait, identical twins must be more similar
than fraternal twins. (See Box 6.3 for more details about the twin method.)



How can you tell whether same-sex twins are identical or fraternal? DNA mark-
ers can tell. I1fa pair of twins differs for DNA markers (excluding laboratory error or
new mutations, called de novo mutations), they must be fraternal because identical
twins are nearly identical genetically. If many markers are examined and no differ-
ences are found, the twin pair has a high probability of being identical. Physical traits
such as eye color, hair color, and hair texture can be used in a similar way to diagnose
whether twins are identical or fraternal. Such traits are highly heritable and are af-
fected by many genes. If members of a twin pair differ for one of these traits, they
are likely to be fraternal; if they are the same for many such traits, they are probably
identical. In most cases, it is not difficult to tell whether twins are identical or frater-
nal (see Figure 6.3). In fact, a single question works pretty well because it sums up
many such physical traits: When the twins were young, how difficult was it to tell
them apart? To be mistaken for another person requires that many heritable physical
characteristics be identical. Using physical similarity to determine whether twins are
identical or fraternal is generally more than 95 percent accurate when compared with
the results of DNA markers (e.g., Christiansen et al., 2003; Gao et al., 2006). DNA
markers can also be used to determine zygosity prenatally (Levy, Mirlesse, Jacque-
mard, & Daffos, 2002).

If a trait is influenced genetically, identical twins must be more similar than fra-
ternal twins. However, it is also possible that the greater similarity of MZ twins is
caused environmentally rather than genetically because MZ twins are the same sex
and age and they look alike. The equal environments assumption of the twin method
assumes that environmentally caused similarity is roughly the same for both types
of twins reared in the same family. If the assumption were violated because identi-
cal twins experience more similar environments than fraternal twins, this violation
would inflate estimates of genetic influence. The equal environments assumption has
been tested in several ways and appears reasonable for most traits (Bouchard & Prop-
ping, 1993; Derks, Dolan, & Boomsma, 2006).

Prenatally, identical twins may experience greater environmental differences than
fraternal twins. For example, identical twins show greater birth weight differences
than fraternal twins do. The difference may be due to greater prenatal competition,
especially for the majority of identical twins who share the same chorion (see Box
6.3). To the extent that identical twins experience less similar environments, the twin
method will underestimate heritability. Postnatally, the effect of labeling a twin pair
as identical or fraternal has been studied by using twins who were misclassified by
their parents or by themselves (e.g., Gunderson et al., 2006; Kendler, Neale, Kessler,
Heath, & Eaves, 1993b; Scarr & Carter-Saltzman, 1979). When parents think that
twins are fraternal but they really are identical, these mislabeled twins are as similar
behaviorally as correctly labeled identical twins.

Another way in which the equal environments assumption has been tested takes
advantage of the fact that differences within pairs of identical twins can only be due
to environmental influences. The equal environments assumption is supported if



BOX 6.3

ancis Galton (1876) studied devel-

pmental changes in twins' similar-

ity, but in one of the first real twin
studies, conducted in 1924, identical
and fraternal twins were compared in
an attempt to estimate genetic influ-
ence (Merriman, 1924). This twin study
assessed IQ and found that identical
twins were markedly more similar than
fraternal twins, a result suggesting
genetic influence. Dozens of subsequent
twin studies of 1Q confirmed this finding.
Twin studies have also been conducted
for many other psychological dimensions
and disorders; they provide the bulk of
the evidence for the widespread influ-
ence of genetics on behavioral traits. Al-
though most mammals have large litters,
primates, including our species, tend to
have single offspring. However, primates
occasionally have multiple births. Human
twins are more common than people

The Twin Method

usually realize—about 32 in 1000 births
are twins (i.e., 16 pairs of twins). Surpris-
ingly, as many as 20 percent of fetuses
are twins, but because of the hazards
associated with twin pregnancies, often
one member of the pair dies very early in
pregnancy. Among live births, the num-
bers of identical and same-sex fraternal
twins are approximately equal. That is, of
all twin pairs, about one-third are identi-
cal twins, one-third are same-sex frater-
nal twins, and one-third are opposite-sex
fraternal twins.

Identical twins result from a single
fertilized egg (called a zygote) that splits
for unknown reasons, producing two (or
sometimes more) genetically identical
individuals. For about a third of identical
twins, the zygote splits during the first
five days after fertilization as it makes its
way down to the womb. In this case, the
identical twins have different sacs (called

identical twins who are treated more individually than others do not behave more dif-
ferently. This is what has been found for most tests of the assumption in research on
behavioral disorders and dimensions (e.g., Cronk et al.,, 2002; Kendler, Neale, Kessler,
Heath, & Eaves, 1994; Loehlin & Nichols, 1976; Mazzeo et al., 2010; Morris-Y ates,
Andrews, Howie, & Henderson, 1990).

A subtle, but important, issue is that identical twins might have more similar
experiences than fraternal twins because identical twins are more similar genetically.
That is, some experiences may be driven genetically. Such differences between iden-
tical and fraternal twins in experience are not a violation of the equal environments
assumption because the differences are not caused environmentally (Eaves, Foley, &
Silberg, 2003). This topic is discussed in Chapter 8.

As in any experiment, generalizability is an issue for the twin method. Are twins
representative of the general population? Two ways in which twins are different are that
twins are often born three to four weeks prematurely and intrauterine environments can
be adverse when twins share a womb (Phillips, 1993). Newborn twins are also about 30
percent lighter at birth than the average singleton newborn, a difference that disappears



chorions) within the placenta. Two-thirds
of the time, the zygote splits after it
implants in the placenta and the twins
share the same chorion. Identical twins
who share the same chorion may be
more similar for some psychological traits
than identical twins who do not share the
same chorion, although there is not much
support for this in the literature (Fagard,
Loos, Beunen, Derom, & Vlietinck, 2003;
Gutknecht, Spitz, & Carlier, 1999; Hur &
Shin, 2008; Jacobs et al., 2001; Phelps,
Davis, & Schwartz, 1997; Riese, 1999;
Sokol et al.,, 1995). When the zygote
splits after about two weeks, the twins'
bodies may be partially fused— conjoined
twins. Fraternal twins occur when two
eggs are separately fertilized; they have
different chorions. Like other siblings,
they are 50 percent similar genetically.
The rate of fraternal twinning

maternal age, and may be inherited in
some families. Increased use of fertil-
ity drugs results in greater numbers of
fraternal twins because these drugs
make it likely that more than one egg
will ovulate. The numbers of fraternal
twins have also increased since the
early 1980s because of in vitro fertiliza-
tion, in which several fertilized eggs are
implanted and two survive. The rate of
identical twinning is not affected by any
of these factors.

Identical twins are nearly identical
for the sequence of DNA with the excep-
tion of de novo mutations. However,
identical twins differ for the expression
(transcription) of DNA, just as we differ
from ourselves for gene expression from
minute to minute. These expression dif-
ferences within pairs of identical twins
include epigenetic differences, discussed

differs across countries, increases with in Chapter 10.

by middle childhood (MacGillivray, Campbell, & Thompson, 1988). There is also the
suggestion that brain development differs in twins vs. singleton children during early
infancy (Knickmeyer et al., 2011). In childhood, language develops more slowly in twins,
and twins also perform less well on tests of verbal ability and 1Q”Deary, Pattie, Wilson,
& Whalley, 2005; Ronalds, De Stavola, & Leon, 2005; Voracek & Haubner, 2008). These
delays are similar for MZ and DZ twins and appear to be due to the postnatal environ-
ment rather than prematurity (Rutter & Redshaw, 1991). Most of this cognitive deficit
is recovered in the early school years (Christensen, Petersen, et al., 2006). Twins do not
appear to be importantly different from singletons for personality (Johnson, Krueger,
Bouchard, & McGue, 2002), for psychopathology (Robbers et al., 2011), or in motor
development (Brouwer, van Beijsterveldt, Bartels, Hudziak, & Boomsma, 2006).

In summary, the twin method is a valuable tool for screening behavioral dimen-
sions and disorders for genetic influences (Boomsma, Busjahn, & Peltonen, 2002;
Martin, Boomsma, & Machin, 1997). More than 20,000 papers on twins were pub-
lished during the five years from 2007 to 2011, with more than half of these focused
on behavior. The value of the twin method explains why most developed countries



have twin registers (Bartels, 2007; Busjahn, 2002). The assumptions underlying the
twin method are different from those of the adoption method, yet both methods con-
verge on the conclusion that genetics is important in the behavioral sciences. Recall
that for schizophrenia, the risk for a fraternal twin whose co-twin is schizophrenic is
about 17 percent; the risk is 48 percent for identical twins (see Figure 3.6). For general
cognitive ability, the correlation is about 0.60 for fraternal twins and 0.85 for identical
twins (see Figure 3.7). The fact that identical twins are so much more similar than
fraternal twins strongly suggests genetic influences. For both schizophrenia and gen-
eral cognitive ability, fraternal twins are more similar than nontwin siblings, perhaps
because twins shared the same uterus at the same time and are exactly the same age
(Koeppen-Schomerus, Spinath, & Plomin, 2003).

Combination

During the past two decades, behavioral geneticists have begun to use designs that
combine the family, adoption, and twin methods in order to bring more power to bear
on these analyses. For example, it is useful to include nontwin siblings in twin studies
to test whether twins differ statistically from singletons and whether fraternal twins
are more similar than nontwin siblings.

Two major combination designs bring the adoption design together with
the family design and with the twin design. The adoption design comparing “ge-
netic” and “environmental” relatives is made much more powerful by including the
“genetic-plus-environmental” relatives of a family design. This is the design of one of
the largest and longest ongoing genetic studies of behavioral development, the Colo-
rado Adoption Project (Petrill et al., 2003). This project has shown, for example, that
genetic influences on general cognitive ability increase during infancy and childhood
(Plomin, F'ulker, Corley, & DeFries, 1997).

The adoption-twin combination involves twins adopted apart and compares them
with twins reared together. Two major studies of this type have been conducted, one
in Minnesota (Bouchard, Lykken, McGue, Segal, & Tellegen, 1990; Lykken, 2006)
and one in Sweden (Kato & Pedersen, 2005; Pedersen, McClearn, Plomin, & Nes-
selroade, 1992). These studies have found, for example, that identical twins reared
apart from early in life are almost as similar in terms of general cognitive ability as
are identical twins reared together, an outcome suggesting strong genetic influence
and little environmental influence caused by growing up together in the same family
(shared family environmental influence).

An interesting combination ofthe twin and family methods comes from the study of
families of identical twins, which has come to be known as the families-of-twins method
(Knopik, Jacob, Haber, Swenson, & Howell, 2009; Schermerhorn et al., 2011; Singh et
al., 2011). When identical twins become adults and have their own children, interesting
family relationships emerge. For example, in families of male identical twins, nephews
are as related genetically to their twin uncle as they are to their own father. That is,
in terms of their genetic relatedness, it is as if the first cousins have the same father.



Furthermore, the cousins are as closely related to each other as half siblings are. This
design yields similar results in relation to cognitive ability. An extension ofthe families-
of-twins method includes the combination of twins and their children (children-of-
twins method) and a sample of children who are twins and their parents (Narusyte et
al., 2011; Silberg, Maes, & Eaves, 2010). This extended children-of-twins design allows
the effects of parents on children and of children on parents to be examined.

Although not as powerful as standard adoption or twin designs, a design that has
been used by a few research groups takes advantage of the increasing number of step-
families created as a result of divorce and remarriage (Harris et al., 2009; Reiss, Nei-
derhiser, Hetherington, & Plomin, 2000). Half siblings typically occur in stepfamilies
because a woman brings a child from a former marriage to her new marriage and then
has another child with her new husband. These children have only one parent (the
mother) in common and are 25 percent similar genetically, unlike full siblings, who
have both parents in common and are 50 percent similar genetically. Half siblings can
be compared with full siblings in stepfamilies to assess genetic influences. Full siblings
in stepfamilies occur when the mother brings full siblings from her former marriage
or when she and her new husband have more than one child together. A useful test of
whether stepfamilies differ from never-divorced families is the comparison between
full siblings in the two types of families. This type of design can also include stepsib-
lings who are genetically unrelated because each parent brought a child from a previ-
ous marriage. In the absence of mating (Chapter 12) by the stepparents, the similarity
of two stepsiblings tests the importance of shared environmental influences.

Summary

Quantitative genetic methods can detect genetic influence for complex traits. Adop-
tion and twin studies are the workhorses for human quantitative genetics. They capi-
talize on the quasi-experimental situations caused by adoption and twinning to assess
the relative contributions of nature and nurture. For schizophrenia and cognitive abil-
ity, for example, resemblance of relatives increases with genetic relatedness, an obser-
vation suggesting genetic influence. Adoption studies show family resemblance even
when family members are adopted apart. Twin studies show that identical twins are
more similar than fraternal tw'ins. Results of such family, adoption, and twin studies
converge on the conclusion that genetic factors contribute substantially to complex
human behavioral traits, among other traits.

There is a new wave of studies that combine designs, such as including the
children of twins or nontwin sibling pairs. These combined and extended designs
help to increase our ability to test different questions about the roles of genes and
environment in behavior and also increase our confidence that the findings from
such studies are generalizable beyond the special populations of twins and adoptees.
In Chapters 7 and 8 the importance of such combination designs will be discussed
in more detail.



Estimating Genetic and
Environmental Influences

p to this point, we have described different concepts and strategies involved
U in identifying genetic and environmental influences on behavior. Chapter 5
described animal research and Chapter 6 considered human research in this area.
Although it is useful to be able to indicate that environmental and genetic factors
contribute to behavior, quantifying those influences allows the relative importance of
each to be considered. In this chapter we will describe the techniques used to quantify
genetic and environmental influences in human research using the designs presented
in Chapter 6. As noted elsewhere in this book, and in more detail in Chapter 8, genes
and environments work together to influence behavior, and their influences can and
do change over time or depending upon circumstances. Therefore, although it is pos-
sible and useful to quantify relative genetic and environmental influences, it is also
necessary to recognize that these values can change based on the population studied,
the age of the sample, and many other factors.

Heritability

For the complex traits that interest behavioral scientists, it is possible to ask not only
whether genetic influences are important but also hoiv much genetics contributes to
the trait. The question about whether genetic influences are important involves sta-
tistical significance, the reliability of the effect. For example, we can ask whether the
resemblance between “genetic” parents and their adopted offspring is significant or
whether identical twins are significantly more similar than fraternal twins. Statisti-
cal significance depends on the size of the effect and the size of the sample. For ex-
ample, a “genetic” parent-offspring correlation of 0.25 will be statistically significant
if the adoption study includes at least 45 parent-offspring pairs. Such a result would
indicate that it is highly likely (95 percent probability) that the true correlation is
greater than zero.



The question about how much genetics contributes to a trait refers to effect size,
the extent to which individual differences for the trait in the population can be ac-
counted for by genetic differences among individuals. Effect size in this sense refers
to individual differences for a trait in the entire population, not to certain individuals.
For example, if PKU were left untreated, it would have a huge effect on the cognitive
development of individuals homozygous for the recessive allele. However, because
such individuals represent only 1in 10,000 individuals in the population, this huge
effect for these few individuals would have little effect overall on the variation in
cognitive ability in the entire population. Thus, the size of the effect of PKU in the
population is very small.

Many statistically significant environmental effects in the behavioral sciences
involve very small effects in the population. For example, birth order is significantly
related to intelligence test (1Q) scores (first-born children have higher 1Qs). This is
a small effect in that the mean difference between first- and second-born siblings is
less than two 1Q”points and their Adistributions almost completely overlap. Birth
order accounts for about 1percent of the variance of 1Q”scores when other factors are
controlled. In other words, if all you know about two siblings is their birth order, then
you know practically nothing about their 1Qs.

In contrast, genetic effect sizes are often very large, among the largest effects
found in the behavioral sciences, accounting for as much as half of the variance. The
statistic that estimates the genetic effect size is called heritability. Heritability is the
proportion of phenotypic variance that can be accounted for by genetic differences
among individuals. As explained in the Appendix, heritability can be estimated from
the correlations for relatives. For example, if the correlation for “genetic” (adopted-
apart) relatives is zero, then heritability is zero. For first-degree “genetic” relatives,
their correlation reflects half of the effect of genes because they are only 50 percent
similar genetically. That is, if heritability is 100 percent, their correlation would be
0.50. In Figure 6.2, the correlation for “genetic” (adopted-apart) siblings is 0.24 for 1Q
scores. Doubling this correlation yields a heritability estimate of 48 percent, which
suggests that about half of the variance in 1Q”scores can be explained by genetic dif-
ferences among individuals.

Heritability estimates, like all statistics, include error of estimation, which is a
function of the effect size and the sample size. In the case of the 1Q correlation of
0.24 for adopted-apart siblings, the number of sibling pairs is 203. There is a 95 per-
cent chance that the true correlation is between 0.10 and 0.38, which means that the
true heritability is likely to be between 20 and 76 percent, a very wide range. For this
reason, heritability estimates based on a single study need to be taken as very rough
estimates surrounded by a large confidence interval unless the study is very large. For
example, if the correlation of0.24 were based on a sample of 2000 instead ot 200, there
would be a 95 percent chance that the true heritability is between 40 and 56 percent.
Replication across studies and across designs also allows more precise estimates.



If identical and fraternal twin correlations are the same, heritability is esti-
mated as zero. If identical twins correlate 1.0 and fraternal twins correlate 0.50, a
heritability of 100 percent is implied. In other words, genetic differences among
individuals completely account for their phenotypic differences. A rough estimate
of heritability in a twin study can be made by doubling the difference between the
identical and fraternal twin correlations. As explained in the Appendix, because
identical twins are identical genetically and fraternal twins are 50 percent similar
genetically, the difference in their correlations reflects half of the genetic effect and
is doubled to estimate heritability. For example, in Figure 3.7, IQ”correlations for
identical and fraternal twins are 0.85 and 0.60, respectively. Doubling the difference
between these correlations results in a heritability estimate of 50 percent, which
also suggests that about half of the variance of 1Qjcores can be accounted for by
genetic factors. Because these studies include more than 10,000 pairs of twins, the
error of estimation is small. There is a 95 percent chance that the true heritability
is between 0.48 and 0.52.

Because disorders are diagnosed as either-or dichotomies, familial resemblance
for disorders is assessed by concordances rather than by correlations. As explained
in the Appendix, concordance is an index of risk. For example, if sibling concordance
is 10 percent for a disorder, we say that siblings of probands have a 10 percent risk
for the disorder. The use ofconcordance to estimate genetic risk for disorders is very
common in medical genetics for the study of disorders like heart disease and cancer
(Lichtenstein et al., 2000; Wu, Snieder, & de Geus, 2010) and in psychiatric genetics
(see Chapters 14 and 15 for more information on behavioral genetic studies of psy-
chiatric disorders).

If identical and fraternal twin concordances are the same, heritability must
be zero. To the extent that identical twin concordances are greater than fraternal
twin concordances, genetic influences are implied. For schizophrenia (see Figure
3.6), the identical twin concordance of 0.48 is much greater than the fraternal twin
concordance of 0.17, a difference suggesting substantial heritability. The fact that
in 52 percent of the cases identical twins are discordant for schizophrenia, even
though they are genetically identical, implies that heritability is much less than 100
percent.

One way to estimate heritability for disorders is to use the liability-threshold
model (see Box 3.1) to translate concordances into correlations on the assump-
tion that a continuum of genetic risk underlies the dichotomous diagnosis. For
schizophrenia, the identical and fraternal twin concordances of 0.48 and 0.17
translate into liability correlations of 0.86 and 0.57, respectively. Doubling the
difference between these liability correlations suggests a heritability of about 60
percent. Five of the most recent twin studies yield liability heritability estimates
of about 80 percent (Cardno & Gottesman, 2000). As explained in Box 3.1, this
statistic refers to a hypothetical construct of continuous liability as derived from a



dichotomous diagnosis of schizophrenia rather than to the diagnosis of schizophre-
nia itself.

For combination designs that compare several groups, and even for simple
adoption and twin designs, modern genetic studies are typically analyzed by using
an approach called modelfitting. Model fitting tests the significance of the fit be-
tween a model of genetic and environmental relatedness against the observed data.
Different models can be compared, and the best-fitting model is used to estimate
the effect size of genetic and environmental effects. Model fitting is described in
the Appendix.

Quantitative genetic designs estimate heritability indirectly from familial re-
semblance. Its great strength is that it can estimate genetic influences regardless ol
the number of genes or magnitude or complexity of the genes’ effects. As discussed
in Chapter 9, DNA studies to date suggest that the heritability ot behavioral disor-
ders and dimensions is highly polygenic, that is, due to the relatively small effects
of many genes, which makes it difficult to identify the specific genes responsible
for heritability However, an exciting new approach estimates heritability directly
from DNA even though we do not know which genes contribute to heritability. The
technique, which is called genome-wide complex trait analysis (GCTA), is described
in Box 7.1.

Interpreting Heritability

Heritability refers to the genetic contribution to individual differences (variance), not
to the phenotype of a single individual. For a single individual, both genotype and
environment are indispensable—a person would not exist without both genes and
environment. As noted by Theodosius Dobzhansky (1964), the first president of the
Behavior Genetics Association:

The nature-nurture problem is nevertheless far from meaningless. Asking right
questions is, in science, often a large step toward obtaining right answers. The ques-
tion about the roles of genotype and the environment in human development must
be posed thus: To what extent are the differences observed among people conditioned
by the differences of their genotypes and by the differences between the environ-
ments in which people were born, grew and were brought up? (p. 55)

This issue is critical for the interpretation of heritability (Sesardic, 2005). You
can still read in introductory textbooks that genetic and environmental effects on
behavior cannot be disentangled because behavior is the product of genes and en-
vironment. An example sometimes given is the area of a rectangle. It is nonsensical
to ask about the separate contributions of length and width to the area of a single
rectangle because area is the product of length and width. Area does not exist with-
out both length and width. However, if we ask not about a single rectangle but about



BOX 7.1

Estimating Quantitative Genetic Parameters

Directly from DNA

genetic influences directly
from measured genotypes rather than
indirectly from comparisons between

n exciting new quantitative
Agenetic technique estimates

groups that differ on average ge-
netically, such as MZ and DZ twins.

The technique, called genome-wide
complex trait analysis (GCTA; Yang, Lee,
Goddard, & Visscher, 2011), requires
thousands of individuals who have been
genotyped on hundreds of thousands of
DNA markers called single nucleotide
polymorphisms (SNPs), as described
in Chapter 9. As described in Chapter 9,
many samples meeting these require-
ments have been obtained thanks to
SNP microarrays that can genotype
hundreds of thousands of SNPs quickly
and inexpensively.

The GCTA method compares chance
genetic similarity across hundreds of
thousands of SNPs for each pair of
individuals in a matrix of thousands of
unrelated individuals. This chance genetic
similarity is then used to predict pheno-
typic similarity for each pair of individuals,
as illustrated below. That is, instead of
comparing phenotypic resemblance for
groups who differ in genetic relatedness
such as MZ twins (100 percent) and DZ
twins (-50 percent), GCTA uses chance
genetic resemblance pair-by-pair for a
large sample of individuals even though
their overall genetic resemblance varies
by only 1or 2 percent, as shown in the
distribution of chance genetic similarity,
below right. Despite this minuscule varia-
tion in genetic resemblance, the large
sample size makes it possible to estimate

' GCTA uses genetic similarity assessed on the basis of hundreds of thousands of SNPs to

predict phenotypic resemblance for pairs of individuals in a matrix of thousands of unrelated

individuals. This matrix illustrates for just four individuals their genetic similarity, which is used

to predict their phenotypic similarity, shown here as minuses and pluses.

90



heritability directly from DNA markers
measured on the microarray. Analogous
to quantitative genetic methods for
estimating heritability, such as the twin
method, GCTA estimates the extent

to which phenotypic variance can be
explained by genetic variance. The major
advance of GCTA estimates of heritability
is that they come directly from measured
DNA differences between individuals.
However, it should be noted that GCTA
does not identify which SNPs are respon-
sible for the heritability of a trait.

GCTA will eventually provide direct
DNA tests of quantitative genetic results
based on twin and adoption studies. One
problem is that many thousands of in-
dividuals are required to provide reliable
estimates. Another problem is that more
SNPs are needed than even the million
SNPs genotyped on current SNP microar-

rays because there is much DNA variation
not captured by these SNPs. As a result,
GCTA cannot estimate all heritability,
perhaps only about half of the heritabil-
ity. Indeed, the first reports of GCTA
analyses estimate heritability to be about
half the heritability estimates from twin
and adoption studies for height (Lee,
Wray, Goddard, & Visscher, 2011; Yang
et al., 2010; Yang, Manolio, et al,, 2011),
and intelligence (Davies et al., 2011).

The value of GCTA isthat it does not
require special samples such as twins or
adoptees: In any large sample with DNA
genotyped on microarrays with hundreds
of thousands of DNA markers, GCTA can
be used to estimate genetic influence for
behavioral traits. A multivariate extension
of GCTA (Deary et al., 2012) can be used
to estimate genetic overlap between
traits or across age.

« Distribution of chance genetic similarity for pairs of individuals across hundreds of

thousands of SNPs (from Davies et al., 2011, Supplementary Figure 8). The GCTA

method estimates genetic influence by predicting phenotypic resemblance from
genetic resemblance. (Reprinted by permission from Macmillan Publishers, Ltd: Molecular

Psychiatry, 16, 996-1005, © 2011.)



FIGURE 7.1 Individuals and
individual differences. Genetic and
environmental contributions to behav-
ior do not refer to a single individual,
just as the area of a single rectangle
(a) cannot be attributed to the relative
contributions of length and width,
because area is the product of length
and width. However, in a population
of rectangles, the relative contribution
of length and width to differences in
area can be investigated. It is possible
that length alone (b), width alone (c),
or both (d) account for differences in

area among rectangles.

a population of rectangles (Figure 7.1), the variance in areas could be due entirely
to length (b), entirely to width (c), or to both (d). Obviously, there can be no behav-
ior without both an organism and an environment. The scientifically useful question
concerns the origins of differences among individuals.

For example, the heritability of height is about 90 percent, but this does not
mean that you grew to 90 percent of your height for reasons of heredity and that the
other inches were added by the environment. What it means is that most of the height
differences among individuals are due to the genetic differences among them. Heri-
tability is a statistic that describes the contribution of genetic differences to observed
differences among individuals in a particular population at a particular time. In dif-
ferent populations or at different times, environmental or genetic influences might
differ, and heritability estimates in such populations could differ.

A counterintuitive example concerns the effects of equalizing environments. If
environments were made the same for everyone in a particular population, heritabil-
ity would be high in that population because individual differences that remained in
the population would be due exclusively to genetic differences. Using education as an
example, if a society were able to give all children the same education, the heritabil-
ity of educational achievement in that society would be high compared to societies in
which educational opportunity differed.

It should be emphasized that heritability refers to the contribution of genetic
differences to observed differences among individuals for a particular trait in a par-
ticular population at a particular time. Most DNA (99.5%) does not vary from person
to person. If genes are the same for everyone, they will not contribute to differences
among individuals. However, if these genes were disrupted by mutation, they could



have a devastating, even lethal, effect on development, even though they may not
normally contribute to variation in the population. Similarly, many environmental
factors do not vary substantially, for example, the air we breathe and the essential
nutrients we eat. Although at this level of analysis such environmental factors do not
contribute to differences among individuals, disruption of these essential environ-
ments could have devastating effects.

A related issue concerns average differences between groups, such as average dif-
ferences between males and females, between social classes, or between ethnic groups.
It should be emphasized that the causes of individual differences within groups have
no implications for the causes of average differences between groups. Specifically,
heritability refers to the genetic contribution to differences among individuals within
a group. High heritability within a group does not necessarily imply that average dif-
ferences between groups are due to genetic differences between groups. The average
differences between groups could be due solely to environmental differences even
when heritability within the groups is very high.

This point extends beyond the politically sensitive issues of gender, social class,
and ethnic differences. As discussed in Chapters 14 and 15, a key issue in psycho-
pathology concerns the links between the normal and the abnormal. Finding heri-
tability for individual differences within the normal range of variation does not
necessarily imply that the average difference between an extreme group and the rest
of the population is also due to genetic factors. For example, if individual differences
in depressive symptoms for an unselected sample are heritable, this finding does not
necessarily imply that severe depression is also due to genetic factors. This point is
worth repeating: The causes of average differences between groups are not necessar-
ily related to the causes of individual differences within groups.

A related point is that heritability describes "what is in a particular population at
a particular time rather than whatcould be. That is, if either genetic influences change
(e.g., changes due to migration) or environmental influences change (e.g., changes in
educational opportunity), then the relative impact of genes and environment will
change. Even for a highly heritable trait such as height, changes in the environment
could make a big difference, for example, if an epidemic struck or if children’s diets
were altered. Indeed, the huge increase in children’s heights during the past century
is likely to be a consequence of improved diet. Conversely, a trait that is largely influ-
enced by environmental factors could show a big genetic effect. For example, genetic
engineering can knock out a gene or insert a new gene that greatly alters the trait’s
development, something that can now be done in laboratory animals, as discussed in
Chapter 5.

Although it is useful to think about what could be, it is important to begin with
what is—the genetic and environmental sources of variance in existing populations.
Knowledge about what is can sometimes help guide research concerning what could
be, as in the example of PKU, where the effects of this single-gene disorder can be
blocked by a diet low in phenylalanine. Most important, heritability has nothing to



say about iwhatshould be. Evidence of genetic influence for a behavior is compatible
with a wide range of social and political views, most of which depend on values, not
facts. For example, no policies necessarily follow from finding genetic influences or
even specific genes for cognitive abilities. It does not mean, for example, that we
ought to put all our resources into educating the brightest children. Depending on
our values, we might worry more about children falling off the low end of the bell
curve in an increasingly technological society and decide to devote more public re-
sources to those who are in danger of being left behind. For example, we might decide
that all citizens need to reach basic levels of literacy and numeracy to be empowered
to participate in society.

A related point is that heritability does not imply genetic determinism, just be-
cause a trait shows genetic influences does not mean that nothing can be done to
change it. Environmental change is possible even for single-gene disorders. For ex-
ample, when PKU was found to be a single-gene cause of mental retardation, it was
not treated by means of eugenic (breeding) intervention or genetic engineering. An
environmental intervention was successful in bypassing the genetic problem of high
blood levels of phenylalanine: Administer a diet low in phenylalanine. This important
environmental intervention was made possible by recognition of the genetic basis for
this type of mental retardation.

For behavioral disorders and dimensions, the links between specific genes and
behavior are weaker because behavioral traits are generally influenced by multiple
genes and environmental factors. For this reason, genetic influences on behavior in-
volve probabilistic propensities rather than predetermined programming. In other
words, the complexity of most behavioral systems means that genes are not destiny.
Although specific genes that contribute to complex disorders such as late-onset Al-
zheimer disease are beginning to be identified, these genes only represent genetic
risk factors in that they increase the probability of occurrence of the disorder but do
not guarantee that the disorder will occur. An important corollary of the point that
heritability does not imply genetic determinism is that heritability does not constrain
environmental interventions such as psychotherapy.

We hasten to note that finding a gene that is associated with a disorder does not
mean that the gene is “bad” and should be eliminated. For example, a gene associ-
ated with novelty seeking (Chapter 17) may be a risk factor for antisocial behavior,
but it could also predispose individuals to scientific creativity. The gene that causes
the flushing response to alcohol in Asian individuals protects them against becom-
ing alcoholics (Chapter 18). The classic evolutionary example is a gene that causes
sickle-cell anemia in the recessive condition but protects carriers against malaria in
heterozygotes (Chapter 20). As we will see, most complex traits are influenced by
multiple genes, so we are all likely to be carrying many genes that contribute to risk
for some disorders.

tinally, finding genetic influences on complex traits does not mean that the en-
vironment is unimportant. For simple single-gene disorders, environmental factors



may have little effect. In contrast, for complex traits, environmental influences are
usually as important as, or in some cases more important than, genetic influences.
When one member of an identical twin pair is schizophrenic, for example, the other
twin is not schizophrenic in about half the cases, even though members of identical
twin pairs are identical genetically. Such differences within pairs of identical twins
can only be caused by nongenetic factors. Despite its name, behavioral genetics is
as useful in the study of environment as it is in the study of genetics. In provid-
ing a “bottom line” estimate of all genetic influences on behavior, genetic research
also provides a “bottom line” estimate of environmental influences. Indeed, genetic
research provides the best available evidence for the importance of the environ-
ment. Moreover, genetic research has made some of the most important discoveries
in recent years about how the environment works in psychological development
(Chapter 8).

Q key concepts

Heritability: Proportion of phenotypic variance that can be accounted for by genetic
differences among individuals.

Effect size: The size of the estimate or effect in the population.

Twin correlation: Correlation of twin 1 with twin 2. Typically computed separately for
MZ and DZ twins. Used to estimate genetic and environmental influences.
Concordance: The presence of the same trait in both members of a twin pair. Used to
estimate risk for disorder.

Model fitting: A statistical strategy for testing the significance of the fit between a

model of genetic and environmental relatedness against the observed data.

Environmentality

From Freud onward, most theories about how the environment works in behavioral
development have implicitly assumed that offspring resemble their parents because
parents provide the family environment for their offspring and that siblings resemble
each other because they share that family environment. Twin and adoption research
during the past two decades has dramatically altered this view. In fact, genetic de-
signs, such as twin and adoption methods, were devised specifically to address the
possibility that some of this widespread familial resemblance may be due to shared
heredity rather than to shared environment.

As with heritability, we can estimate hom much environmental influences contrib-
ute to individual differences in complex behaviors. The twin, adoption, sibling, and
combination designs described in Chapter 6 help to clarify environmental influences
as much as they help to estimate genetic influences. We can compute the statistical
significance of such environmentality in the same way as we compute the signifi-
cance of genetic influences.



Shared Environment

Shared environmental influences refer to all nongenetic influences that make family
members similar to one another. This can include a wide range of factors, includ-
ing neighborhood, parental education, and family factors such as parenting behavior
or the amount of conflict that occurs within the household. These factors will be
shared environmental influences only if they result in greater similarity among indi-
viduals living in the same household and if they do not vary as a function of genetic
relatedness. In other words, if fraternal twins are as similar as identical twins, and
this similarity is not negligible, then shared environmental influences are important.
Similarly, if the similarity of “environmental” siblings is the same as that of “genetic”
siblings, then shared environmental influences are indicated. The Appendix provides
more detail about how shared environmental influences are estimated in twin, sibling,
and combination designs.

There has been confusion about shared environmental influences. As will be de-
scribed in Chapters 11 through 19, there is little evidence of shared environmental
influences on many commonly studied behaviors such as personality and cognitive
abilities; the modest shared environmental influences that have been found are often
significant only during childhood and adolescence (Plomin, 2011; Plomin & Daniels,
1987). However, shared environmental influences do have some effect through child-
hood and adolescence (Burt, 2009b), especially for certain types of behavior prob-
lems, although they also become less important for explaining similarity for family
members no longer living in the same household. In other words, residing in the same
household does increase the similarity of family members, although these effects do
not appear to persist once children have moved out of the home.

Nonshared Environment

Nonshared environmental influences are all nongenetic influences that are indepen-
dent (or uncorrelated) for family members, including error of measurement. Because
identical twins living in the same household share all of their genes and share their
environment, the only thing that can account for differences within pairs of identical
twins is nonshared environmental influences. Sources of nonshared environmental
influences include differences in their family experience, such as different treatment
by parents, or differential experiences outside the family, such as having different
friends.

Quantitative genetic designs provide an essential starting point in the quantifi-
cation of the net effect of genetic and environmental influences in the populations
studied. Ifthe net effect of genetic factors is substantial, there may be value in seeking
to identify the specific genes responsible for that genetic effect. Similarly, if environ-
mental influences are largely nonshared rather than shared, this finding should deter
researchers from relying solely on family-wide risk factors that pay no attention to
the ways in which these influences impinge differentially on different children in



the same family. Current research is trying to identify specific sources of nonshared
environment and to investigate associations between nonshared environment and be-
havioral traits, as discussed later.

Estimating Shared and Nonshared
Environmental Influences

How do genetic designs estimate the net effect of shared and nonshared environ-
ment? Heritability is estimated, for example, by comparing identical and fraternal
twin resemblance or by using adoption designs. In quantitative genetics, environmen-
tal variance is variance not explained by genetics. Shared environment is estimated
as family resemblance not explained by genetics. Nonshared environment is the rest
of the variance: variance not explained by genetics or by shared environment. The
conclusion that environmental variance in adult behavior is largely nonshared refers
to this residual component of variance, usually estimated by model-fitting analyses.
However, more direct tests of shared and nonshared environments make it easier to
understand how they can be estimated.

A direct test of shared environment is resemblance among adoptive relatives.
Why do genetically unrelated adoptive siblings correlate about 0.25 for general cog-
nitive ability in childhood? In the absence of selective placement, the answer must be
shared environment because adoptive siblings are unrelated genetically. This result
fits with the conclusion in Chapter 12 that about one-quarter of the variance of gen-
eral cognitive ability in childhood is due to shared environment. By adolescence, the
correlation for adoptive siblings plummets to zero and is the basis for the conclusion
that shared environment has negligible impact in the long run. For personality and
some measures of psychopathology in adults, adoptive siblings correlate near zero,
a value implying that shared environment is unimportant and that environmental
influences, which are substantial, are of the nonshared variety. For some measures
of behavior problems in children and adolescents, adoptive siblings correlate signifi-
cantly greater than zero, indicating that shared environmental influences are present
(Burt, 200%).

lust as genetically unrelated adoptive siblings provide a direct test of shared en-
vironment, identical twins reared together provide a direct test of nonshared envi-
ronment. Because thev are essentially identical genetically, differences within pairs
of identical twins can only be due to nonshared environment. For example, for self-
report personality questionnaires, identical twins typically correlate about 0.45. This
value means that about 55 percent of the variance is due to nonshared environment
plus error of measurement. Identical twin resemblance is also only moderate for most
mental disorders, an observation implying that nonshared environmental influences
play a major role.

Differences within pairs of identical twins provide a conservative estimate of
nonshared environment because twins often share special environments that increase



their resemblance but do not contribute to similarity among “normal” siblings. For
example, for general cognitive ability, identical twins correlate about 0.85, a result
that does not seem to leave much room for nonshared environment (i.e., 1 —0.85 =
0.15). However, fraternal twins correlate about 0.60 and nontwin siblings correlate
about 0.40, implying that twins have a special shared twin environment that accounts
for as much as 20 percent of the variance (Koeppen-Schomerus et al., 2003). For this
reason, the identical twin correlation of 0.85 may be inflated by 0.20 because of this
special shared twin environment. In other words, about a third of the variance ofgen-
eral cognitive ability may be due to nonshared environment, thatis, 1- (0.85 - 0.20)
= 0.35. However, a different study that included twins and nontwin siblings in differ-
ent families found no systematic indication of a special shared twin environment for
a wide range of adolescent adjustment measures (Reiss et al., 2000).

Identifying Specific Nonshared Environment

The next step in research on nonshared environment is to identify specific factors
that make children growing up in the same family so different. To identify nonshared
environmental factors, it is necessary to begin by assessing aspects ofthe environment
specific to each child, rather than aspects shared by siblings. Many measures of the
environment used in studies of behavioral development are general to a family rather
than specific to a child. For example, whether or not their parents have been divorced
is the same for twro children in the family. Assessed in this family-general way, divorce
cannot be a source of differences in siblings’ outcomes because it does not differ for
two children in the same family. However, research on divorce has shown that divorce
affects children in a family differently (Hetherington & Clingempeel, 1992). If the
divorce is assessed in a child-specific way (e.g., by assessing the children’s perceptions
about the stress caused by the divorce, which may, in fact, differ among siblings), di-
vorce could well be a source of differential sibling outcome.

Even when environmental measures are specific to a child, they can be shared
by two children in a family. Research on siblings’ experiences is needed to assess the
extent to which aspects of the environment are shared. For example, to what extent
are maternal vocalizing and maternal affection toward the children shared by siblings
in the same family? Observational research on maternal interactions with siblings,
assessed w'hen each child was 1 and 2 years old, indicates that mothers’ spontaneous
vocalizing correlates substantially across the siblings (Chipuer & Plomin, 1992). This
research implies that maternal vocalizing is an experience shared by siblings. In con-
trast, mothers’ affection yields negligible correlations across siblings, a result indicat-
ing that maternal affection is not shared and is thus a better candidate for nonshared
environmental influence.

Some family structure variables, such as birth order and sibling age spacing, are,
by definition, nonshared environmental factors. However, these factors have gener-
ally been found to account for only a small portion of variance in behavioral out-
comes. Research on more dynamic aspects of nonshared environment has found that



children growing up in the same family lead surprisingly separate lives (Dunn &
Plomin, 1990). Siblings perceive their parents’ treatment of themselves and the other
siblings as quite different, although parents generally perceive that they treat their
children similarly, depending on the method of assessment. Observational studies
tend to back up the children’s perspective.

Table 7.1 shows sibling correlations for measures of family environment in a
study focused on these issues, called the Nonshared Environment and Adolescent
Development (NEAD) project (Reiss et al., 2000). During two 2-hour visits to 720
families with two siblings ranging from 10 to 18 years of age, a large battery of ques-
tionnaire and interview measures of the family environment was administered to
both parents and both siblings. Parent-child interactions wEre videotaped during a
session when problems in family relationships were discussed. Sibling correlations for
children’s reports of their family interactions (e.g., children’s reports of their parents’
negativity) were modest; they were also modest for observational ratings of child-to-
parent interactions and parent-to-child interactions. This finding suggests that these
experiences are largely nonshared. In contrast, parent reports yielded high sibling
correlations, for example, when parents reported on their own negativity toward each
of the children. Although this may be due to a “rater” effect, in that the parent rates
both children, the high sibling correlations indicate that parent reports of children’s
environments are not good sources of candidate variables for assessing nonshared
environmental factors.

As mentioned earlier, nonshared environment is not limited to measures of the
family environment. Indeed, experiences outside the family, as siblings make their
own way in the world, are even more likely candidates for nonshared environmental

TABLE 71

Sibling Correlations for Measures of Family Environment
Type of Data Sibling Correlation

Child reports

Parenting 0.25

Sibling relationship 0.40
Parent reports

Parenting 0.70

Sibling relationship 0.80
Observational data

Child to parent 0.20

Parent to child 0.30

source: Adapted from Reiss et al. (2000).



influences (Harris, 1998). For example, how similarly do siblings experience peers,
social support, and life events? The answer is “only to a limited extent”; correlations
across siblings for these experiences range from about 0.10 to 0.40 (Plomin, 1994).
It is also possible that nonsystematic factors, such as accidents and illnesses, initiate
differences between siblings. Compounded over time, small differences in experience
might lead to large differences in outcome.

Identifying Specific Nonshared Environment That Predicts
Behavioral Outcomes

Once child-specific factors are identified, the next question is whether these nonshared
experiences relate to behavioral outcomes. For example, to what extent do differences
in parental treatment account for the nonshared environmental variance known to be
important for personality and psychopathology? Some success has been achieved in
predicting differences in adjustment from sibling differences in their experiences. The
NEAD project mentioned earlier provides an example in that negative parental behav-
ior directed specifically to one adolescent sibling (controlling for parental treatment
of the other sibling) relates strongly to that child’s antisocial behavior and, to a lesser
extent, to that child’s depression (Reiss et al., 2000). Most of these associations involve
negative aspects of parenting, such as conflict, and negative outcomes, such as antisocial
behavior. Associations are generally weaker for positive parenting, such as affection.

A meta-analysis of 43 papers that addressed associations between nonshared ex-
periences and siblings’ differential outcomes concluded that “measured nonshared
environmental variables do not account for a substantial portion of the nonshared vari-
ability” (Turkheimer & Waldron, 2000, p. 78). Looking at the same studies, however,
an optimist could conclude that this research is off to a good start (Plomin, Asbury, &
Dunn, 2001). The proportion of total variance accounted for in adjustment, personal-
ity, and cognitive outcomes was 0.01 for family constellation (e.g., birth order), 0.02 for
differential parental behavior, 0.02 for differential sibling interaction, and 0.05 for dif-
ferential peer or teacher interaction. Moreover, these effects are largely independent
because they add up in predicting the outcomes—incorporating all of these measures
of differential environment accounts for about 13 percent of the total variance of the
outcome measures. If nonshared environment accounts for 40 percent of the variance
in these domains, we could say the cup is already more than one-quarter full.

When associations are found between nonshared environment and outcome, the
question of the direction of effects is raised. That is, is differential parental negativity
the cause or the effect of sibling differences in antisocial behavior? Genetic research
is beginning to suggest that most differential parental treatment of siblings is in fact
the effect rather than the cause of sibling differences. One of the reasons why siblings
differ is genetics. Siblings are 50 percent similar genetically, but this statement implies
that siblings are also 50 percent different. Research on nonshared environment needs
to be embedded in genetically sensitive designs in order to distinguish true nonshared
environmental effects from sibling differences due to genetics. For this reason, the



NEAD project included identical and fraternal twins, full siblings, half siblings, and
genetically unrelated siblings. Multivariate genetic analysis of associations between
parental negativity and adolescent adjustment yielded an unexpected finding: Most
of these associations were mediated by genetic factors, although some nonshared en-
vironmental influence was also found (Pike, McGuire, Hetherington, Reiss, & Plo-
min, 1996). This finding and similar research (Burt, McGue, Krueger, & lacono, 2005;
Moberg, Lichtenstein, Forsman, & Larsson, 2011) implies that differential parental
treatment of siblings to a substantial extent reflects genetically influenced differences
between the siblings, such as differences in personality. The role of genetics in envi-
ronmental influences is given detailed consideration in the next chapter.

Because MZ twins are identical genetically, they provide an excellent test of
nonshared environmental influences. Nonshared environmental influence is impli-
cated if MZ differences in experience correlate wdth MZ differences in outcome.
In the NEAD project, analyses of MZ differences confirmed the results of the full
multivariate genetic analysis mentioned above (Pike, McGuire, et al., 1996) in show-
ing that MZ differences in experiences of parental negativity correlated modestly
with MZ differences in adjustment outcomes (Pike, Reiss, Hetherington, & Plomin,
1996). Other studies of MZ differences have also identified nonshared environmental
factors free of genetic confound (Barclay, Eley, Buysse, Maughan, & Gregory, 2011;
Oliver, Pike, & Plomin, 2008; Viding, Fontaine, Oliver, & Plomin, 2009). A longitudi-
nal study of MZ differences that extended from infancy to middle childhood found
that MZ differences in birth weight and family environment during infancy related to
their differences in behavior problems and academic achievement as assessed by their
teachers at age 7 (Asbury, Dunn, & Plomin, 2006b). Another longitudinal study of
MZ differences suggested a pernicious dowmward spiral of the interplay of nonshared
environmental influence between negative parenting and children’s behavior prob-
lems (Burt et al., 2005). A different study also using the MZ twin difference method
found that more differences in friends’ aggression in kindergarten were linked with
increased differences in twin aggression in first grade (Vitaro et al., 2011).

Because such studies have been able to identify specific nonshared environmen-
tal factors that account for only a small portion of nonshared environment, the MZ
difference method has been used to search for other sources of nonshared environ-
ment (Asbury, Dunn, & Plomin, 2006a). From a sample of 1590 MZ pairs rated by
their teachers for anxiety at the age of 7, the most discordant pairs were selected and
interviewed with their mothers to explore reasons w'hy the twins may have become
so different in their level of anxiety. Some of the top reasons reported by the mothers
were negative school experiences, peer rejection, illness and accidents, and perinatal
life events such as birth weight. Perinatal factors are receiving increased attention as a
source of nonshared environmental influence that has a lasting impact on individuals
throughout the life span (Salsberry & Reagan, 2010; Stromswold, 2006).

No matter how difficult it may be to find specific nonshared environmental
factors within the family, it should be emphasized that nonshared environment is



generally the norm in the behavioral sciences. It seems reasonable that experiences
outside the family—for example, experiences with peers or life events— might be
richer sources of nonshared environment (Harris, 1998). Itis also possible that chance
contributes to nonshared environment in the sense of random noise, idiosyncratic
experiences, or the subtle interplay of a concatenation of events (Davey Smith, 2011,
Dunn & Plomin, 1990). Francis Galton, the founder of behavioral genetics, sug-
gested that nonshared environment is largely due to chance: “The whimsical effects
of chance in producing stable results are common enough. Tangled strings variously
twitched, soon get themselves into tight knots” (Galton, 1889, p. 195).

Support for the hypothesis that chance plays an important role in nonshared
environment comes from longitudinal genetic analyses of age-to-age change and
continuity. Longitudinal genetic research indicates that nonshared environmental in-
fluences are age-specific for psychopathology (Kendler, et al., 1993b; Van den Oord
& Rowe, 1997), personality (Loehlin, Horn, & Willerman, 1990; McGue, Bacon, &
Lykken, 1993; Pogue-Geile & Rose, 1985), and cognitive abilities (Cherny, Fulker,
& Hewitt, 1997). That is, nonshared environmental influences at one age are largely
different from nonshared environmental influences at another age. It is difficult to
imagine environmental processes, other than chance, that could explain these results.
Nonetheless, our view is that chance is the null hypothesis—systematic sources of
nonshared environment need to be thoroughly examined before we conclude that
chance factors are responsible for nonshared environment.

Multivariate Analysis

The estimation of genetic and environmental influences is not limited to examin-
ing the variance of a single behavior. The same model can be applied to investigat-
ing genetic and environmental influences on the covariance between two or more
traits, which is one of the most important advances in quantitative genetics in the
past few decades (Martin & Eaves, 1977).Just as univariate genetic analyses estimate
the relative contributions of genetic and environmental factors to the variance of a
trait, multivariate genetic analyses estimate the relative contributions of genetic and
environmental factors to the covariance between traits. In other words, multivariate
genetic analysis estimates the extent to which the same genetic and environmental
factors affect different traits. An important developmental application of multivariate
genetic analysis is to examine genetic and environmental contributions to stability
and change longitudinally in the same individuals from age to age.

As explained in the Appendix, the essence of multivariate genetic analysis is the
analysis of cross-covariance in relatives. That is, instead of asking whether trait X in
one twin covaries with trait X in the co-twin, cross-covariance refers to the covariance
between trait X in one twin and a different trait, trait Y, in the co-twin. Two new sta-
tistical constructs in multivariate genetic analysis are the correlation between genetic
influences on X and Y, and the corresponding correlation between environmental



influences on the two traits. Focusing on the genetic contribution to the covariance
between trait X and trait Y, the genetic correlation estimates the extent to which genetic
deviations that affect X literally correlate with genetic deviations that affect Y. The
genetic correlation is independent of heritability. That is, traits X and Y could be
highly heritable but their genetic correlation could be zero. Or traits X and Y could be
only slightly heritable yet their genetic correlation could be 1.O. A genetic correlation
of zero would indicate that the genetic influences on trait X are not associated with
those on trait Y. In contrast, a genetic correlation of 1.O would mean that all genetic
influences on trait X also influence trait Y. Another useful statistic from multivariate
genetic analysis is bivariate heritability, which weights the genetic correlation between
X and Y by the square roots of their heritabilities and estimates the contribution of
genetic influences to the phenotypic correlation between the two traits.

Multivariate genetic analysis will be featured in many subsequent chapters. The
most interesting result occurs when the genetic structure between traits differs from
the phenotypic structure. For example, as explained in Chapter IS, multivariate ge-
netic analysis has shown that the genetic structure of psychopathology differs from
phenotypic diagnoses in that many aspects of psychopathology are highly correlated
genetically. The same pattern of general effects of genes is found for specific cogni-
tive abilities (Chapter 13). A surprising example is that measures that are ostensibly
environmental measures often correlate genetically with behavioral measures (Chap-
ter 8). Another example is that multivariate genetic analyses across age typically find
substantial age-to-age genetic correlations, suggesting that genetic factors contribute
largely to stability from age to age; environmental factors contribute largely to change.

D key concepts

Environmentality: Proportion of phenotypic variance that can be accounted for by
environmental influences.

Shared environmental influences: Nongenetic influences that make family
members similar.

Nonshared environmental influences: Nongenetic influences that are uncorrelated
for family members.

Genetic correlation: A statistic indexing the extent to which genetic influences on
one trait are correlated with genetic influences on another trait independent of the

heritabilities of the traits.

Summary

Quantitative genetic methods can detect genetic influences for complex traits. The
size of the total genetic effects is quantified by heritability, a statistic that describes
the contribution of genetic differences to observed differences in a particular popu-
lation at a particular time. For most behavioral dimensions and disorders, including



cognitive ability and schizophrenia, genetic influences are not only detectable but
also substantial, often accounting for as much as half of the variance in the population.
Genetic influence in the behavioral sciences has been controversial in part because of
misunderstandings about heritability.

Genetic influence on behavior is just that—an influence or contributing factor,
not something that is preprogrammed and deterministic. Environmental influences
are usually as important as genetic influences; they are quantified as shared envi-
ronmental influences and nonshared environmental influences. Behavioral genetics
focuses on why people differ, that is, the genetic and environmental origins of indi-
vidual differences that exist at a particular time in a particular population. Behavioral
genetic research has helped to increase our understanding of how environmental
factors influence behavioral outcomes. A major example is that behavioral genetic
research finds only modest evidence for shared environmental influences, a finding
that created a new7field of research on nonshared environment. Understanding how
genetic and environmental influences can make family members similar and different
can help to guide work aimed at improving developmental outcomes for individuals.
The following chapter continues this discussion about howlgenes and environments
work together.



The Interplay between
Genes and Environment

revious chapters described how genetic and environmental influences can be as-
P sessed and the various designs that are typically used in human and animal be-
havioral genetic research. As described in Chapter 7, behavioral genetic research has
helped to advance not just our understanding of how genes influence behavior but
also of how environments influence behavior. Although much remains to be learned
about the specific mechanisms involved in the pathways between genes and behavior,
we know much more about genes than we do about the environment. We know that
genes are located on chromosomes in the nucleus of cells, how their information is
stored in the four nucleotide bases of DNA, and how they are transcribed and then
translated using the triplet code. In contrast, where in the brain are environmental
influences expressed, how do they change in development, and how do they cause
individual differences in behavior? Given these differences in levels of understanding,
genetic influences on behavior may be construed as easier to study than environmen-
tal influences.

One thing we know for sure about the environment is that it is important. Quan-
titative genetic research, reviewed in Chapters 11 to 19, provides the best available
evidence that the environment is an important source of individual differences
throughout the domain of behavior. Moreover, quantitative genetic research is chang-
ing the way we think about the environment. Three of the most important discover-
ies from genetic research in the behavioral sciences are about nurture rather than
nature. The first discovery is that nonshared environmental influences are surpris-
ingly large and important in explaining individual differences. The second discovery
is equally surprising: Many environmental measures widely used in the behavioral
sciences show genetic influence. This research suggests that people create their own
experiences, in part for genetic reasons. This topic has been called the natureofnurture,
although in genetics it is known as genotype-environment correlation because it refers
to experiences that are correlated wTth genetic propensities. The third discovery at
the interface between nature and nurture is that the effects of the environment can



depend on genetics and that the effects of genetics can depend on the environment.
This topic is called genotype-environment interaction, genetic sensitivity to environments.

Genotype-environment correlation and genotype-environment interaction—
often referred to collectively as gene-environment interplay—are the topics of this
chapter. The goal of this chapter is to show that some of the most important ques-
tions in genetic research involve the environment, and some of the most important
questions for environmental research involve genetics. Genetic research will profit if
it includes sophisticated measures of the environment, environmental research will
benefit from the use of genetic designs, and behavioral science will be advanced by
collaboration between geneticists and environmentalists. These are some of the ways
in which some behavioral scientists are bringing nature and nurture together in the
study of development in their attempt to understand the processes by which geno-
types eventuate in phenotypes (Rutter, Moffitt, & Caspi, 2006).

Three reminders about the environment are warranted. First, genetic research
provides the best available evidence for the importance of environmental factors. The
surprise trom genetic research has been the discovery that genetic factors are so im-
portant throughout the behavioral sciences, often accounting for as much as half of
the variance. However, the excitement about this discovery should not overshadow
the fact that environmental factors are at least as important. Heritability rarely ex-
ceeds 50 percent and thus environmentality is rarely less than 50 percent.

Second, in quantitative genetic theory, the word environmeritincludes all influences
other than inheritance, a much broader use of the word than is usual in the behavioral
sciences. By this definition, environment includes, for instance, prenatal events and
biological events such as nutrition and illness, not just family socialization factors.

Third, as explained in Chapter 7, genetic research describes what is rather than
predicts what could be. For example, high heritability for height means that height dif-
ferences among individuals are largely due to genetic differences, given the genetic
and environmental influences that exist in a particular population at a particular time
(what is). Even for a highly heritable trait such as height, an environmental interven-
tion such as improving children’s diet or preventing iliness could affect height (what
could be). Such environmental factors are thought to be responsible for the average
increase in height across generations, for example, even though individual differences
in height are highly heritable in each generation.

Beyond Heritability

As mentioned in Chapter |, one of the most dramatic shifts in the behavioral sciences
during the past few decades has been toward a balanced view that recognizes the im-
portance of both nature and nurture in the development of individual differences in
behavior. Behavioral genetic research has found genetic influence nearly everywhere
it has looked. Indeed, it is difficult to find any behavioral dimension or disorder that
reliably shows no genetic influence. On the other hand, behavioral genetic research



also provides some of the strongest available evidence for the importance of envi-
ronmental influences for the simple reason that heritabilities are seldom greater than
50 percent. This means that environmental factors are also important. This message
of the importance of both nature and nurture is repeated throughout the following
chapters. Itis a message that seems to have gotten through to the public as well as aca-
demics. For example, a survey of parents and teachers of young children found that
over 90 percent believed that genetics is at least as important as environment for men-
tal illness, learning difficulties, intelligence, and personality (Walker & Plomin, 2005).

As a result of the increasing acceptance of genetic influence on behavior, most
behavioral genetic research reviewed in the rest of the book goes beyond merely es-
timating heritability. Estimating whether and how much genetics influences behavior
is an important first step in understanding the origins of individual differences. But
these are only first steps. As illustrated throughout this book, quantitative genetic
research goes beyond heritability in three ways. First, instead of estimating genetic
and environmental influence on the variance of one behavior at a time, multivariate
genetic analysis investigates the origins of the covariance between behaviors. Some
of the most important advances in behavioral genetics have come from multivariate
genetic analyses. A second way in which behavioral genetic research goes beyond
heritability is to investigate the origins of continuity and change in development.
This is why so much recent behavioral genetic research is developmental, as reflected
throughout Chapters 11 to 19, most notably in Chapter 16, which addresses develop-
mental psychopathology. Third, behavioral genetics considers the interface between
nature and nurture, which is the topic of this chapter. Moreover, the rapid advances in
our ability to identify genes (Chapter 9) and to link genes to behaviors via molecular
genetics have revolutionized our ability to integrate genetic and social science re-
search. It is possible to address multivariate, developmental, and gene-environment
interplay with much greater precision and ease; as described in Chapter 10, we are
also making advances in understanding the pathways between genes and behavior.
In fact, these many advances have resulted in research cutting across multiple and
diverse areas of research, including genetics, sociology, family relations, and preven-
tion science, to name just a few. The rest of this chapter will focus on how genes and
environments work together, that is, gene-environment interplay.

Genotype-Environment Correlation

As illustrated in Chapter 7, behavioral genetic research helps to clarify both genetic
and environmental influences. Genetic research is also changing the way we think
about the environment by showing that we create our experiences in part for genetic
reasons. That is, genetic propensities are correlated with individual differences in ex-
periences, an example of aphenomenon known as genotype-environment correlation.
In other words, what seem to be environmental effects can reflect genetic influence
because these experiences are influenced by genetic differences among individuals.



This genetic influence is just what genetic research during the past decade has found:
When environmental measures are examined as phenotypes in twin and adoption
studies, the results consistently point to some genetic influence, as discussed later. For
this reason, genotype-environment correlation has been described as genetic control
of exposure to the environment (Kendler & Eaves, 1986).

Genotype-environment correlation adds to phenotypic variance for a trait (see
Appendix), but it is difficult to detect the overall extent to which phenotypic variance
is due to the correlation between genetic and environmental effects (Plomin, DeFries,
& Loehlin, 1977b). For this reason, these discussions focus on detection of specific
genotype-environment correlations rather than on estimating their overall contribu-
tion to phenotypic variation.

The Nature of Nurture

The first research on this topic was published over two decades ago, with several
dozen studies using various genetic designs and measures converging on the conclu-
sion that measures of the environment show genetic influence (Plomin & Bergeman,
1991). After providing some examples of this research, we will consider how it is pos-
sible for measures of the environment to show genetic influences.

A widely used measure ofthe home environment that combines observations and
interviews is the Home Observation for Measurement of the Environment (HOME;
Caldwell & Bradley, 1978). HOME assesses aspects of the home environment such
as parental responsivity, encouragement of developmental advance, and provision of
toys. In an adoption study, HOME correlations for nonadoptive and adoptive siblings
were compared when each child was 1year old and again when each child was 2 years
old (Braungart, Fulker, & Plomin, 1992). HOME scores were more similar for non-
adoptive siblings than for adoptive siblings at both 1and 2 years (0.58 versus 0.35 at
1year and 0.57 versus 0.40 at 2 years), results suggesting genetic influence on HOME
scores. Genetic factors were estimated to account for about 40 percent of the variance
of HOME scores.

Other observational studies of mother-infant interaction in infancy, using the
adoption design (Dunn & Plomin, 1986) and the twin design (Lytton, 1977, 1980),
show genetic influences. A study of 8-year-old twins and their mothers found that
genetic influences were substantial for observer ratings of maternal control during
a mother-child “Etch-a-Sketch” task (Eley, Napolitano, Lau, & Gregory, 2010). The
Nonshared Environment and Adolescent Development (NEAD) project, mentioned
in Chapter 7, included videotaped observations of each parent interacting with each
adolescent child when the parent-child dyad was engaged in ten-minute discussions
around problems and conflict relevant to the dyad. Significant heritability was found
for all measures (O’Connor, Hetherington, Reiss, & Plomin, 1995).

These observational studies suggest that genetic effects on family interac-
tions are not solely in the eye of the beholder. Most genetic research on the nature
of nurture has used questionnaires rather than observations. Questionnaires add



another source of possible genetic influence: the subjective processes involved in
perceptions of the familv environment. The pioneering research in this area in-
cluded two twin studies of adolescents’ perceptions of their family environment
(Rowe, 1981, 1983b). Both studies found substantial genetic influence on adoles-
cents’ perceptions of their parents’ acceptance and no genetic influence on percep-
tions of parents’ control.

The NEAD project was designed in part to investigate genetic contributions to
diverse measures of family environment. As shown in Table 8.1, significant genetic
influence was found for adolescents’ ratings of composite variables of their par-
ents’ positivity and negativity (Plomin, Reiss, Hetherington, & Howe, 1994). The
highest heritability of the 12 scales that contributed to these composites was for
a measure of closeness (e.g., intimacy, supportiveness), which yielded heritabili-
ties of about 50 percent for both mothers’ closeness and fathers’ closeness as rated
by the adolescents. As found in Rowe’s original studies and in several other stud-
ies (Bulik, Sullivan, Wade, & Kendler, 2000), measures of parental control showed
lower heritability than measures of closeness (Kendler & Baker, 2007). The NEAD
project also assessed parents’ perceptions of their parenting behavior toward the
adolescents (lower half of Table 8.1). Parents’ ratings of their own behavior yielded
heritability estimates similar to those for the adolescents’ ratings of their parents’
behavior. Because the twins were children in these studies, genetic influence on
parenting comes from parents’ response to genetically influenced characteristics
of their children. In contrast, when the twins are parents, genetic influence on par-
enting can come from other sources, such as the parents’ personality. Nonetheless,
studies of twins as parents have generally vielded similar results that show wide-
spread genetic influence (Neiderhiser et al., 2004).

TABLE

Heritability Estimates for Questionnaire Assessments of Parenting

Rater Ratee Measure Heritability
Adolescent Mother Positivity 0.30
Negativity 0.40
/Adolescent Father Positivity 0.56
Negativity 0.23
Mother Mother Positivity 0.38
Negativity 0.53
Father Father Positivity 0.22
Negativity 0.30

source: Plomin, Reiss, et al. (1994).



More than a dozen other studies of twins and adoptees have reported genetic in-
fluence on family environment (Plomin, 1994). For example, for 3-year-olds, observa-
tions and ratings of parent-child mutuality (shared positive affect and responsiveness)
showed genetic influence in both a twin study and an adoption study (Deater-Deckard
& O’Connor, 2000). A longitudinal twin study from ages 11 to 17 found significant
genetic influence at both ages but greater genetic influence at age 17 (Elkins, McGue,
& lacono, 1997), a finding replicated in another study (McGue, Elkins, Walden, &
lacono, 2005). Multivariate genetic research suggests that genetic influence on percep-
tions of family environment is mediated by personality (Horwitz et al., 2011; Krueger,
Markon, & Bouchard, 2003) and that genetic influence on personality can also explain
covariation among different aspects of family relations, such as marital quality and
parenting (Ganiban, Ulbricht, et al., 2009).

Genetic influence on environmental measures also extends beyond the family
environment. For example, several studies have found genetic influence on measures
of life events and stress, especially life events over which we have some control, such
as problems with relationships and financial disruptions (Bolinskey, Neale Jacobson,
Prescott, & Kendler, 2004; Federenko et al., 2006; Kendler, Neale, Kessler, Heath,
& Eaves, 1993a; McGuffm, Katz, & Rutherford, 1991; Middeldorp, Cath, Vink, &
Boomsma, 2005; Plomin, Lichtenstein, Pedersen, McClearn & Nesselroade, 1990;
Thapar & McGuffin, 1996). As is the case for genetic influence on perceptions of
family environment, genetic influence on life events and stress is also mediated in
part by personality (Kendler, Gardner, & Prescott, 2003; Saudino, Pedersen, Lichten-
stein, McClearn, & Plomin, 1997).

Genetic influence has also been found for characteristics of children’s friends and
peer groups (e.g., Brendgen et al., 2009; Bullock, Deater-Deckard, & Leve, 2006; Guo,
2006; lervolino et al., 2002; Manke, McGuire, Reiss, Hetherington, & Plomin, 1995)
as well as adults’ friends (Rushton & Bons, 2005), with genetic influence increasing
during adolescence and young adulthood as children leave their homes and create
their own social worlds (Kendler, Jacobson, et al., 2007). Several studies have found
genetic influences on the tendency to be bullied during middle and late childhood
and adolescence (Ball et al., 2008; Beaver, Boutwell, Barnes, & Cooper, 2009; Bowes et
al., in press; Brendgen et al., 2008, 2011) and also on the likelihood of repeatedly being
victimized (Beaver, Boutwell, et al., 2009). It is important to note that in the studies of
bullying and peer victimization, heritabilities were somewhat less when peer nomina-
tions were used (Brendgen et al., 2008, 2011) as compared to parent and self-reports
(Ball et al., 2008; Beaver et al., 2009; Bowes et al., in press).

There are at least two studies examining genetic influences on the school environ-
ment. Specifically, genetic influences have been found in children’s perceptions of their
classroom environment (Walker & Plomin, 2006) and in the amount of effort teachers
report investing in their adolescent students (Houts, Caspi, Pianta, Arseneault, & Mof-
fitt, 2010). Other environmental measures that have shown genetic influence include
television viewing (Plomin, Lichtenstein, et al., 1990), school connectedness (Jacobson



& Rowe, 1999), work environments (Hershberger, Lichtenstein, & Knox, 1994), social
support (Agrawal, Jacobson, Prescott, & Kendler, 2002; Bergeman, Plomin, Pedersen,
McClearn, & Nesselroade, 1990; Kessler, Kendler, Heath, Neale, & Eaves, 1992), ac-
cidents in childhood (Phillips & Matheny, 1995), the propensity to marry (Johnson,
iVicGue, Krueger, & Bouchard, 2004), marital quality (Spotts, Prescott, & Kendler,
2006), divorce (McGue & Lykken, 1992), exposure to drugs (Tsuang et al., 1992), and
exposure to trauma (Lyons et al., 1993). In fact, there are few measures of experience
examined in genetically sensitive designs that do not show genetic influence. It has
been suggested that other fields, such as demography, also need to consider the impact
of genotype-environment correlation (Hobcraft, 2006).

In summary, diverse genetic designs and measures converge on the conclusion
that genetic factors contribute to experience. A review of 55 independent genetic
studies using environmental measures found an average heritability of 0.27 across
35 different environmental measures (Kendler & Baker, 2007). At least 150 studies
of genetic influences on environmental measures have been published since 1991.
The large number of different environmental measures that have been found to show
genetic influences demonstrates the key role that genetic influences play in the en-
vironments that individuals experience. A key direction for research on the interplay

betwEen genes and environment is to investigate the causes and consequences of ge-
netic influence on measures of the environment.

Three Types of Genotype-Environment Correlation
What are the processes by which genetic factors contribute to variations in environ-
ments that we experience? For example, to what extent are behavioral traits, such as
cognitive abilities, personality, and psychopathology, mediators of this genetic con-
tribution? Even more important, does genetic influence on environmental measures
contribute to the prediction of behavioral outcomes from environmental measures?
There are three types of genotype-environment correlation: passive, evocative, and
active (Plomin et al., 1977b). The passive type occurs when children passively inherit
from their parents family environments that are correlated with their genetic propen-
sities. The evocative, or reactive, type occurs when individuals, on the basis of their
genetic propensities, evoke reactions from other people on the basis of their genetic
propensities. The active type occurs when individuals select, modify, construct, or re-
construct experiences that are correlated with their genetic propensities (Table 8.2).
For example, consider musical ability. If musical ability is heritable, musically
gifted children are likely to have musically gifted parents who provide them with both
genes and an environment conducive to the development of musical ability (passive
genotype-environment correlation). Musically talented children might also be picked
out at school and given special opportunities (evocative type). Even if no one does
anything about their musical talent, gifted children might seek out their own musical
environments by selecting musical friends or otherwise creating musical experiences
(active type).



TABLE

Three Types of Genotype-Environment Correlation

Source of
Type Description Environmental Influence
Passive Children receive genotypes correlated
with their family environment Parents and siblings
Evocative Individuals are reacted to on the basis
of their genetic propensities Anybody
Active Individuals seek or create environments

correlated with their genetic proclivities ~ Anybody or anything

source: Plomin et al. (1977b).

Passive genotype-environment correlation requires interactions between geneti-
cally related individuals. The evocative type can be induced by anyone who reacts to in-
dividuals on the basis of their genetic proclivities. The active type can involve anybody
or anything in the environment. We tend to think of positive genotype-environment
correlation, such as providing a musical environment, as being positively correlated
with children’s musical propensities, but genotype-environment correlation can also be
negative. As an example of negative genotype-environment correlation, slow learners
might be given special attention to boost their performance.

Three Methods to Detect Genotype-Environment
Correlation
Three methods are available to investigate the contribution of genetic factors to the cor-
relation between an environmental measure and a behavioral trait. These methods dif-
fer in the type of genotype-environment correlation they can detect. The first method
is limited to detecting the passive type. The second method detects the evocative and
active types. The third method detects all three types. All three methods can also pro-
vide evidence for environmental influence free of genotype-environment correlation.
The first method compares correlations between environmental measures and
traits in nonadoptive and adoptive families (Figure 8.1). In nonadoptive families, a
correlation between a measure of family environment and a behavioral trait of chil-
dren could be environmental in origin, as is usually assumed. However, genetic factors
might also contribute to the correlation. Genetic mediation would occur if geneti-
cally influenced traits of parents are correlated with the environmental measure and
with the children’s trait. For example, a correlation between the Home Observation
for Measurement of the Environment and children’s cognitive abilities could be me-
diated by genetic factors that affect both the cognitive abilities of parents and their
scores on HOME. In contrast, in adoptive families, this indirect genetic path between



FIGURE 8.1 Passive genotype-environment correlation can be detected by comparing correla-

tions between family environment and children's traits in nonadoptive and adoptive families.

family environment and children’s traits is not present because adoptive parents are
not genetically related to their adopted children. For this reason, a genetic contribu-
tion to the covariation between family environment and children’s traits is implied if
the correlation is greater in nonadoptive families than in adoptive families. 1 he ge-
netic contribution reflects passive genotype-environment correlation because children
in nonadoptive families passively inherit from their parents both genes and environ-
ment that are correlated with the trait. In both nonadoptive and adoptive families, the
environmental measure might be the consequence rather than the cause of the chil-
dren’s traits, which could involve genetic influence of the evocative or active type of
genotype-environment correlation. However, this source of genetic influence would
contribute equally to environment-outcome correlations in nonadoptive and adoptive
families. Increased correlations in nonadoptive families would occur only in the pres-
ence of passive genotype-environment correlation. This method uncovered significant
genetic contributions to associations between family environment and children’s be-
havioral development in the Colorado Adoption Project. For example, the correlation
between HOME scores and the cognitive development of 2-year-olds is higher in non-
adoptive families than in adoptive families (Plomin, Loehlin, & DeFries, 1985). The
same pattern of results was found for correlations between HOME scores and language
development.

The children-of-twins (COT) method can be used to address similar questions
(D’Onofrio et al., 2003). As described in Chapter 6, the COT approach provides a pow-
erful pseudo-adoption design that allows for control of genetic risk of parental vari-
ables, such as family conflict and parental substance use, in order to examine whether
measures of the family environment have a direct effect on child outcomes or are
mediated genetically (Knopik et al., 2006). The COT method has shown, for example,
that the relationship between parental divorce and early drug use by offspring is ge-
netically mediated, whereas the relationship between parental divorce and emotional
difficulties of offspring appears to be a direct environmental effect (D’Onofrio et al.,
2006). COT analyses have also suggested that harsh physical punishment has a true



environmental effect on children’s behavior problems (Lynch et al., 2006), although
a twin study of children found that corporal punishment was genetically influenced
but more severe physical maltreatment was not (Jaffee et al., 2004). A recent COT
analysis looking at a more general measure of family functioning that included fam-
ily conflict, marital quality, and agreement about parenting found that family conflict
had both a direct and genetically mediated association with adolescents’ internalizing
and externalizing problems (Schermerhorn et al., 2011). Other efforts using the COT
design have focused on parental substance use, including drag use during pregnancy,
and have found that the association between maternal alcohol use and child attention-
deficit hyperactivity disorder (ADHD) is genetically influenced (Knopik et al., 2006),
while the association between paternal alcohol use and child ADHD is more likely to
be indirect (Knopik, Jacob, et al., 2009). Other maternal variables, such as substance
use during pregnancy, appeared to have genetically mediated as well as direct environ-
mental effects on child ADHD (Knopik et al., 2006; Knopik,Jacob, et al., 2009).

Evocative and active genotype-environment correlations are assumed to affect
both adopted and nonadopted children and would not be detected using this first
method. The second method for finding specific genotype-environment correlations
involves correlations between birth parents’ traits and adoptive families’ environment
(Figure 8.2). This method addresses the other two types of genotype-environment
correlation, evocative and active. Traits of birth parents can be used as an index of
adopted children’s genotype, and this index can be correlated with any measure of
the adopted children’senvironment. Although birth parents’ traits are a weak index of
their adopted children’s genotype, the finding that birth parents’ traits correlate with
the environment of their adopted children suggests that the environmental measure
reflects genetically influenced characteristics of the adopted children. That is, ad-
opted children’s genetic propensities evoke reactions from adoptive parents. Attempts
to use this method in the Colorado Adoption Project yielded only meager evidence
for evocative and active genotype-environment correlation. For example, birth moth-
ers’ general cognitive ability did not correlate significantly with HOME scores in the
adoptive families of their children (Plomin, 1994).

Adevelopmental theory ofgenetics and experience predicts that the evocative and
active forms of genotype-environment correlation become more important as chil-
dren experience environments outside the family and begin to play a more active role
in the selection and construction oftheir experiences (Scarr & McCartney, 1983). For
example, an adoption study found evidence for an evocative genotype-environment

FIGURE 8.2 Evocative and active genotype-environment correlation can be detected by the
correlation between birth parents' traits (as an index of adopted children's genotype) and the

environment of adoptive families.



correlation for antisocial behavior in adolescence (Ge et al.,, 1996). Genetic risk for
the adoptees was indexed by antisocial personality disorder or drug abuse in their
birth parents. Adoptees at genetic risk had adoptive parents who were more negative
in their parenting than adoptive parents of control adoptees. Moreover, this effect
was shown to be mediated by the adolescent adoptees’ own antisocial behavior, an
observation suggesting evocative genotype-environment correlation. These results
were replicated using data from the Colorado Adoption Project (O’Connor, Deater-
Deckard, Fulker, Rutter, & Plomin, 1998).

The third method to detect genotype-environment correlation involves multi-
variate genetic analysis of the correlation between an environmental measure and a
trait (Figure 8.3). This method is the most general in the sense that it detects genotype-
environment correlation of any kind—passive, evocative, or active. As explained in
the Appendix, multivariate genetic analysis estimates the extent to which genetic ef-
fects on one measure overlap with genetic effects on another measure. In this case,
genotype-environment correlation is implied if genetic effects on an environmental
measure overlap with genetic effects on a trait measure.

Multivariate genetic analysis can be used with any genetic design and with
any type of environmental measure, not just measures of the family environment.
However, because all genetic analyses are analyses of individual differences, the
environmental measure must be specific to each individual. For example, an envi-
ronmental measure that is the same for all family members, such as the family’s so-
cioeconomic status, could not be used in these analyses. However, a child-specific
measure, such as children’s perceptions of their family’s socioeconomic status, could
be analyzed in this way. One of the first studies of this type used the sibling adoption
design to compare cross-correlations between one sibling’s HOME score (a child-
specific rather than family-general measure of the environment) and the other sib-
ling’s general cognitive ability for nonadoptive and adoptive siblings at 2 years of
age in the Colorado Adoption Project (Braungart, Fulker, et al., 1992). Multivariate
genetic model fitting indicated that about half of the phenotypic correlation between
HOME scores and children’s cognitive ability is mediated genetically. A twin study
in childhood found that the association between parental negativity and children’s
prosocial behavior is largely mediated genetically (Knafo & Plomin, 2006a). In ado-
lescence, multivariate genetic analyses have also found substantial genetic mediation
of correlations between measures of family environment and adolescents’ depression
and antisocial behavior in the NEAD project (Reiss et al., 2000) as well as in other

* FIGURE 8.3 Passive, evocative, and active genotype-environment correlation can be detected by

using multivariate genetic analysis of the correlation between environmental measures and traits.



studies (Burt, Krueger, McGue, & lacono, 2003; Jacobson & Rowe, 1999; Silberg et
al., 1999; Thapar, Harold, & McGuffin, 1998). For each of these correlations, more
than half of the correlation is mediated genetically. One such report found that ado-
lescent aggressive personality explained the genetic contributions to the association
between parenting and adolescent behavior (Narusyte, Andershed, Neiderhiser, &
Lichtenstein, 2007). There is also evidence that genetic influences account for the
associations among peer characteristics and adolescent drinking (Loehlin, 2010) and
young adult smoking (Harakeh et al., 2008).

In adulthood, genetic influence on personality has also been reported to contrib-
ute to genetic influence on parenting in several studies (Chipuer, Plomin, Pedersen,
McClearn, & Nesselroade, 1993; Ganiban, Ulbricht, et al., 2009; Losoya, Callor, Rowe,
& Goldsmith, 1997). In one study, genetic effects on personality traits completely ex-
plained genetic influences on life events in a sample of older women (Saudino et al.,
1997). Evidence for genetic mediation has also been found in adulthood in correla-
tions between stressful life events and depression (Boardman, Alexander, & Stallings,
2011; Kendler & Karkowski-Shuman, 1997), between social support and depression
(Bergeman, Plomin, Pedersen, & McClearn, 1991; Kessler et al., 1992; Spotts et al.,
2005), between socioeconomic status and health (Lichtenstein, Harris, Pedersen, &
McClearn, 1992), between socioeconomic status and general cognitive ability (Lich-
tenstein, Pedersen, & McClearn, 1992; Rowe, Vesterdal, & Rodgers, 1999; Tambs,
Sundet, Magnus, & Berg, 1989; Taubman, 1976), between education and occupational
status (Saudino et al.,, 1997), and between education and cognitive functioning in el-
derly individuals (Carmelli, Swan, & Cardon, 1995).

Multivariate genetic analysis can be combined with longitudinal analysis to dis-
entangle cause and effect in the relationship between environmental measures and
behavioral measures. For example, if negative parenting at one age is related to chil-
dren’s antisocial behavior at a later age, it would seem reasonable to assume that the
negative parenting caused the children’s antisocial behavior. However, the first twin
study of this type found that this pathway is primarily mediated genetically (Neider-
hiser, Reiss, Hetherington, & Plomin, 1999). Similar results were found in other twin
studies using a similar approach (Burt et al., 2005; Moberg et al., 2011) and in a sys-
tematic examination of parenting and adolescent adjustment constructs in the NEAD
project (Reiss et al., 2000). A different longitudinal study of twins, this one concerned
with the effects of childhood adversity on antisocial behavior in adolescence and
young adulthood, found that although passive genotype-environment correlation was
significant, the majority of the variance was due to the direct environmental effects of
childhood adversity (Eaves, Prom, & Silberg, 2010).

Recent studies have attempted to clarify whether associations between parenting
and child adjustment are due to evocative genotype-environment correlation, passive
genotype-environment correlation, or direct environmental effects of parenting on
child adjustment. These different mechanisms can be disentangled by combining a
multivariate genetic analysis of parenting and child adjustment with a combination of
children-of-twins and parents-of-twins designs, referred to as extended children of



twins (ECOT; Narusyte et al., 2008). In two studies that have used the ECOT design
to examine genotype-environment correlations, mothers’ overinvolvement and criti-
cism were related to adolescent internalizing and externalizing behavior, respectively,
because of evocative genotype-environment correlation (Narusyte et al., 2008, 2011).
In other words, adolescents’ behavior evoked a particular type of response from their
mothers for genetically influenced reasons. In contrast, fathers’ criticism was related
to adolescent externalizing behavior through direct environmental influences, with
no role for genotype-environment correlation (Narusyte et al., 2011). These findings
highlight how multiple strategies can be combined to yield novel information about
how genes and environments work together and also help to illustrate the nuances of
environmental influences.

Research on the interplay between genes and environment will be greatly facili-
tated by identifying some of the genes responsible for the heritability of behavior (Jaffee
& Price, 2007, in press). The conclusion from research reviewed in this section is that
we may be able to identify7genes associated with environmental measures because these
are heritable. Of course, environments per se are not inherited; genetic influence comes
into the picture because these environmental measures involve behavior. For example,
many life events and stressors are not things that happen to us passively—to some extent,
we contribute to these experiences. The first study to consider the association between
DNA and environmental measures used a set of five single nucleotide polymorphisms
(SNPs) associated with general cognitive ability in 7-year-old children (Butcher, Mea-
burn, Dale, et al., 2005; Butcher, Meaburn, Knight, et al, 2005). In a sample of more
than 4000 children, this “SNP set” was found to be associated with early proximal mea-
sures of the family environment (chaos and discipline) but not with distal measures
(maternal education and father’s occupational status), suggesting evocative rather than
passive genotype-environment correlation (Harlaar, Butcher, et al., 2005). Other stud-
ies have reported associations between genes and marital status (Dick, x*grawal, et al.,
2006), mothers’ behaviors toward their children (Lee, Chronis-Tuscano, et al., 2010),
and adults’ retrospective reports of how they were parented (Lucht et al., 2006). There
have also been reports that parents’ genotype was associated with their responsiveness
in parenting their infant (Kaitz et al., 2010). A particularly innovative study examined
first impression peer rankings of young adults and found that how individuals were
ranked by their peers—their “popularity’—was associated with a polymorphism within
the serotonergic system (Burt, 2008). In other words, individuals’ genotypes influenced
(evoked) the way they were viewed by others.

Implications

Research using diverse genetic designs and measures leads to the conclusion that ge-
netic factors often contribute substantially to measures of the environment, especially
the family environment. The most important implication of finding genetic contribu-
tions to measures of the environment is that the correlation between an environmental
measure and a behavioral trait does not necessarily imply exclusively environmental
causation. Genetic research often shows that genetic factors are importantly involved



in correlations between environmental measures and behavioral traits. In other words,
what appears to be an environmental risk might actually reflect genetic factors. Con-
versely, of course, what appears to be a genetic risk might actually reflect environmen-
tal factors.

This research does not mean that experience is entirely driven by genes. Widely
used environmental measures show significant genetic influence, but most of the vari-
ance in these measures is not genetic. Nonetheless, environmental measures cannot
be assumed to be entirely environmental just because they are called environmental.
Indeed, research to date suggests that it is safer to assume that measures of the en-
vironment include some genetic effects. Especially in families of genetically related
individuals, associations between measures of the family environment and children’s
developmental outcomes cannot be assumed to be purely environmental in origin.
Taking this argument to the extreme, two books have concluded that socialization
research is fundamentally flawed because it has not considered the role of genetics
(Harris, 1998; Rowe, 1994).

These findings support a current shift from thinking about passive models of how
the environment affects individuals toward models that recognize the active role we
play in selecting, modifying, and creating our own environments. Progress in this field
depends on developing measures of the environment that reflect the active role we
play in constructing our experience.

Q key concepts

Passive genotype-environment correlation: A correlation between genetic and
environmental influences that occurs when children inherit genes with effects that
covary with their family's environment.

Evocative genotype-environment correlation: A correlation between genetic and
environmental influences that occurs when individuals evoke environmental effects
that covary with their genetic propensities.

Active genotype-environment correlation: A correlation between genetic

and environmental influences that occurs when individuals select or construct
environments with effects that covary with their genetic propensities.
Children-of-twins design: A study that includes parents who are twins and the
children of each twin.

Extended children-of-twins design: A study that combines a children-of-twins
design and a comparable sample of twins who are children and their parents.

Genotype-Environment Interaction

The previous section focused on correlations between genotype and environment.
Genotype-environment correlation refers to the role of genetics in exposure to envi-
ronments. In contrast, genotype-environment interaction involves genetic sensitivity,



or susceptibility, to environments. There are many ways of thinking about genotype-
environment interaction (Rutter, 2005b, 2006), but in quantitative genetics the term
generally means that the effect of the environment on a phenotype depends on geno-
type or, conversely, that the effect of the genotype on a phenotype depends on the en-
vironment (Kendler & Eaves, 1986; Plomin, DeFries, & Loehlin, 1977a). As discussed
in Chapter 7, this is quite different from saying that genetic and environmental effects
cannot be disentangled because they “interact.” When considering the variance of a
phenotype, genes can affect the phenotype independent of environmental effects,
and environments can affect the phenotype independent of genetic effects. In addi-
tion, genes and environments can interact to affect the phenotype beyond the inde-
pendent prediction of genes and environments.

This point can be seen in Figure 8.4, in which scores on a trait are plotted against
low- versus high-risk genotypes for individuals reared in low- versus high-risk en-
vironments. Genetic risks can be assessed using animal models, adoption designs,
or DNA, as discussed below. The figure shows examples in which (a) genes have an
effect with no environmental effect, (b) environment has an effect with no genetic
effect, (c) both genes and environment have effects, and (d) both genes and environ-
ment have effects and there is also an interaction between genetics and environment.
In the last case, the interaction involves a greater effect of genetic risk in a high-risk
environment. In psychiatric genetics, this type of interaction is called the diathesis-
stress model (Gottesman, 1991; Paris, 1999). That is, individuals at genetic risk for
psychopathology (diathesis, or predisposition) are especially sensitive to the effects

FIGURE 8.4 Genetic (G) and environmental (E) effects and their interaction. QT refers to a
phenotypic quantitative trait, (a) G can have an effect without an effect of E, (b) E can have an ef-
fect without G, (c) both G and E can have an effect, and (d) both G and E can have an effect and
there can also be an interaction between G and E.



of stressful environments. Although there is evidence for genotype-environment in-
teractions of this sort, some studies show greater genetic influence in permissive, low-
risk environments (Kendler, 2001).

As was the case for genotype-environment correlation, genotype-environment
interaction adds to phenotypic variance for a trait (see Appendix), but it is difficult
to detect the overall extent to which phenotypic variance is due to the interaction
between genetic and environmental effects (Jinks & Fulker, 1970; Plomin et al., 1977b;
van der Sluis, Dolan, Neale, Boomsma, & Posthuma, 2006). For this reason, the fol-
lowing discussion focuses on detection of specific genotype-environment interac-
tions rather than on estimating their overall contribution to phenotypic variation.

Animal Models

Genotype-environment interaction is easier to study in animals in the laboratory be-
cause both genotype and environment can be manipulated. Chapter 12 describes one
of the best-known examples of genotype-environment interaction. Maze-bright and
maze-dull selected lines of rats responded differently to “enriched” and “restricted”
rearing environments (Cooper & Zubek, 1958). The enriched condition had no effect
on the maze-bright selected line, but it improved the maze-running performance of
the maze-dull rats. The restricted environment was detrimental to the performance
of the maze-bright rats but had little effect on the maze-dull rats. This result is an in-
teraction in that the effect of restricted versus enriched environments depends on the
genotype ofthe animals. Other examples from animal research in which environmen-
tal effects on behavior differ as a function of genotype have been found (Erlenmeyer-
Kimling, 1972; Fuller & Thompson, 1978; Mather &Jinks, 1982), although a series of
learning studies in mice failed to find replicable genotype-environment interactions
(Henderson, 1972).

As mentioned in Chapter 5, an influential paper reported genotype-environment
interaction in which genotype was assessed using inbred strains of mice and environ-
ment was indexed by different laboratories (Crabbe, Wahlsten, et al., 1999). However,
subsequent studies found much less evidence for genotype-environment interaction
of this particular type (Valdar, Solberg, Gauguier, Burnett, et al., 2006; Wahlsten et
al., 2003, 2006). Despite the power of animal model research to manipulate geno-
type and environment, there is surprisingly little systematic research on genotype-
environment interaction. (Animal model research in the laboratory is less suited to
the study of genotype-environment correlation because such research requires that
animals be free to select and modify their environment, which rarely happens in labo-
ratory experiments.)

Adoption Studies

Although genes and environment cannot be manipulated experimentally in the human
species as in animal model research, the adoption design can explore genotype-
environment interaction, as illustrated in Figure 8.4. Chapter 17 describes an example



of genotype-environment interaction for criminal behavior found in two adoption
studies (Bohman, 1996; Brennan, Mednick, & Jacobsen, 1996). Adoptees whose birth
parents had criminal convictions had an increased risk of criminal behavior, suggesting
genetic influence; adoptees whose adoptive parents had criminal convictions also had
an increased risk of criminal behavior, suggesting environmental influence. However,
genotype-environment interaction was also indicated because criminal convictions
of adoptive parents led to increased criminal convictions of their adopted children
mainly when the adoptees’ birth parents also had criminal convictions.

Another example of a similar tvpe of genotype-environment interaction has been
reported for adolescent conduct disorder (Cadoret, Yates, Troughton, Woodworth, &
Stewart, 1995b). Genetic risk was indexed by birth parents’ antisocial personality diag-
nosis or drug abuse, and environmental risk was assessed by marital, legal, or psychiatric
problems in the adoptive family. Adoptees at high genetic risk were more sensitive to
the environmental effects of stress in the adoptive family. Adoptees at low genetic risk
were unaffected by stress in the adoptive family. This result confirms previous research
that also showed interactions between genetic risk and family environment in the devel-
opment of adolescent antisocial behavior (Cadoret, Cain, & Crowe, 1983; Crowre, 1974).

A longitudinal adoption study that follows adopted children, their adoptive par-
ents, and their birth mothers and birth fathers is the Early Growth and Development
Study (EGDS; Leve, Neiderhiser, Scaramella, & Reiss, 2010). A surprising number of
genotype-environment interactions have emerged from EGDS for child behaviors
during infancy and toddlerhood. For example, for children whose birth parents had
more psychopathology symptoms (depressive and anxiety symptoms, antisocial be-
haviors, drug and alcohol use), adoptive mothers’ use of more structured parenting
when the adopted child was 18 months old was associated with significantly fewer
child behavior problems than when less structured parenting was used (Leve et al.,
2009). Also, elevated depression and anxiety symptoms in adoptive parents increased
children’s risk for later behavior problems—indexed in toddlers as attention con-
trol—only when birth parents’ psychopathology was high (Leve, Kerr, et al., 2010).
Similarly, elevated adoptive parent depression and anxiety symptoms were related
to infant social inhibition (Brooker et al., 2011) and toddler fussiness (Natsuaki et al.,
2010) when birth parents were diagnosed with an anxiety disorder. Even the influ-
ence of adoptive parents’ marital hostility on toddler temperament wBs moderated by
birth parent temperament (Rhoades et al., 2011).

There are, howEver, many examples in which genotype-environment interac-
tion could not be found. For example, using data from the classic adoption study of
Skodak and Skeels (1949), researchers compared general cognitive ability scores tor
adopted children whose birth parents were high or low in level of education (as an
index of genotype) and whose adoptive parents were high or low in level of education
(as an index of environment) (Plomin et al., 1977b). Although the level of education
of the birth parents showed a significant effect on the adopted children’s general cog-
nitive ability, no environmental effect was found for adoptive parents’ education and



no genotype-environment interaction was found. A similar adoption analysis using
more extreme groups found both genetic and environmental effects but, again, no evi-
dence for genotype-environment interaction (Capron & Duyme, 1989, ]1996; Duyme,
Dumaret, & Tomkiewicz, 1999). Other attempts that used adoption analyses to find
genotype-environment interaction for cognitive ability in infancy and childhood have
not been successful (Plomin, DeFries, & Fulker, 1988).

Twin Studies

The twin method has also been used to identify genotype-environment interaction.
One twin’s phenotype can be used as an index of the co-twin’s genetic risk in an at-
tempt to explore interactions with measured environments. Using this method, re-
searchers found that the effect of stressful life events on depression was greater for
individuals at genetic risk for depression (Kendler et al., 1995). Another study found
that the effect of physical maltreatment on conduct problems was greater for children
with high genetic risk (Jaffee et al., 2005). The approach is stronger when twins reared
apart are studied, an approach that has also yielded some evidence for genotype-
environment interaction (Bergeman, Plomin, McClearn, Pedersen, & Friberg, 1988).

The most common use of the twin method in studying genotype-environment
interaction simply involves asking whether heritability differs in two environments.
Large samples are needed to detect this type of genotype-environment interaction.
About 1000 pairs ofeach type of twin are needed to detect a heritability difference of
60 percent versus 40 percent. For example, Chapter 18 mentions several examples in
which the heritability of alcohol use and abuse is greater in more permissive environ-
ments. Analyses of differences in heritability as a function of the environment can
treat the environment as a continuous variable rather than dichotomizing it (Purcell,
2002; Purcell & Koenen, 2005). In fact, there has been an explosion of studies exam-
ining moderation of heritability and environmentality in the past several years (e.g.,
Brendgen et al,, 2009; Feinberg, Button, Neiderhiser, Reiss, & Hetherington, 2007;
Tuvblad, Grann, & Lichtenstein, 2006).

Another analysis of this type showed that heritability of general cognitive ability
is significantly greater in families with more highly educated parents (74 percent) than
in families with less well educated parents (26 percent) (Rowe, Jacobson, & van den
Oord, 1999), a finding replicated in four other studies for parental education and socio-
economic status (Harden, Turkheimer, & Loehlin, 2007; Kremen et al., 2005; Tucker-
Drob, Rhemtulla, Harden, Turkheimer, & Fask, 2011; Turkheimer, Haley, Waldron,
D’Onofrio, & Gottesman, 2003), although opposite results were found in a fifth study
(Asbury, Wachs, & Plomin, 2005). A recent report took a longitudinal approach to
examining the potential moderating effects of socioeconomic status on children’s in-
telligence assessed eight times from ages 2 to 14 and found no evidence that socioeco-
nomic status moderated heritability (Hanscombe et al., 2012). Life events were found
to moderate heritability of cognitive ability in adults, with more life events reducing
heritability (Vinkhuyzen, van der Sluis, & Posthuma, 2011). Higher heritability was



also found for adolescent antisocial behavior in more economically advantaged fami-
lies (Tuvblad et al., 2006) and for adolescent externalizing behaviors when environ-
mental adversity was high (Hicks, South, DiRago, lacono, & McGue, 2009).

In addition, several twin studies have found that aspects of the social environ-
ment moderate heritability. For example, more negative and less warm parenting re-
sults in higher heritability for adolescent antisocial behavior (Feinberg et al., 2007).
Heritability for depressive behavior in children was higher when peer rejection was
high (Brendgen et al., 2009) and, using the same sample, heritability for aggressive
behavior was lower when children had a positive relationship with a teacher (Brend-
gen et al., 2011). One of the biggest challenges with twin studies examining genotype-
environment interactions is that it is difficult to consider these effects in multivariate
models, although at least one published report has done so (Tucker-Drob et al., 2011).
As the appropriate data for use in genotype-environment interaction analyses become
available within twin and related designs, we will continue to uncover the nuances of
how genes and environments work together to influence behavioral outcomes. These
processes are also likely to change over time, although longitudinal examinations of
genotype-environment interactions are just beginning.

DNA

DNA studies of gene-environment interaction have yielded exciting results in two
of the most highly cited papers in behavioral genetics. The first study involved adult
antisocial behavior, childhood maltreatment, and a functional polymorphism in the
gene for monoamine oxidase A (MAOA), which is widely involved in metaboliz-
ing a broad range of neurotransmitters (Caspi et al., 2002). As shown in Figure 8.5,

FIGURE 8.5 Gene-environment
interaction: The effect of a poly-
morphism in the MAOA gene on
antisocial behavior depends on
childhood maltreatment. (From
Caspi et al., 2002. Reprinted with
permission from AAAS.)



childhood maltreatment was associated with adult antisocial behavior, as has been
known for decades. MAOA was not related to antisocial behavior for most individu-
als who experienced no childhood maltreatment—that is, there was no difference in
antisocial behavior between children with low and high MAOA genotypes. However,
MAOQOA was strongly associated with antisocial behavior in individuals who suffered
severe childhood maltreatment, which suggests a genotype-environment interaction
of the diathesis-stress type. The rarer form of the gene, which lowers MAOA levels,
made individuals especially vulnerable to the effects of childhood maltreatment. Al-
though attempts to replicate this finding have been mixed, it is supported by a meta-
analysis of all extant studies (Kim-Cohen et al., 2006), and more recent published
reports have also replicated these findings (Aslund et al., 2011).

The second study involved depression, stressful life events, and a functional
polymorphism in the promoter region ofthe serotonin transporter gene (5-HTTLPR)
(Caspi et al., 2003). As showT in Figure 8.6, there was no association between the gene
and depressive symptoms in individuals reporting few stressful life events. An asso-
ciation appeared with increasing number of life events, which is another example of
the diathesis-stress model of genotype-environment interaction. This interaction has
been replicated in several studies (e.g., Hammen, Brennan, Keenan-Miller, Hazel, &
Najman, 2010; Kendler, Kuhn, Vitrum, Prescott, & Riley, 2005; Petersen et al., 2012;
Zalsman et al., 2006), but not all (e.g., Gillespie, Whitfield, Williams, Heath, & Mar-
tin, 2005), and has received support from mouse research, mentioned in Chapter 10,
which showed that the serotonin transporter gene was involved in emotional reactions
to environmental threats (Hariri & Holmes, 2006). Recently, there have been a series

FIGURE 8.6 Gene-environment interaction: The effect of a polymorphism in the 5-HTTLPR
gene depends on the number of life events. (From Caspi et al., 2003. Reprinted with permission
from AAAS.)



of meta-analvses and debates in the literature about the interaction between stressful
life events and the serotonin transporter gene. Two meta-analyses conducted in 2009
found that the evidence for such interactions was due to chance (Munafo, Durrant,
Lewris, & Flint, 2009) or simply not present (Risch et al., 2009). The most recent meta-
analysis, however, included all published studies through November 2009 in an effort
to better represent the state of the field; it found strong evidence for an interaction
between stress and the serotonin transporter gene in risk for depression (Karg, Bur-
meister, Shedden, & Sen, 2011).

Another example of genotype-environment interaction suggests a possible
mechanism of effect: Cannabis use was associated with later psychotic symptoms
such as hallucinations and delusions only in individuals with a particular allele of the
catechol-O-methvlitransferase (COMT) gene (Caspi et al., 2005).

To date, many studies have reported genotype-environment interactions, most
focusing on the genes involved in these first studies. For example, behavioral inhi-
bition was related to 5-HTTLPR only when maternal overprotectiveness was high
(Burkhouse, Gibb, Coles, Knopik, & McGeary, 2011), and children’s attentional bias
to avoid angry faces was linked with the 5-HTTLPR genotype only when maternal
criticism was high (Gibb et al., 2011). In other studies, the MAOA genotype inter-
acted with early life stress to predict hyperactivity (Enoch, Steer, Newman, Gibson,
& Goldman, 2010), with physical discipline to predict level of delinquent behavior
(Edwards, Dodge, et al., 2010), and with the influence of deviant peer affiliation to
predict adolescent boys’ antisocial behavior (Lee, 2011). Some studies also found evi-
dence of three-way gene-by-gene-by-environment interactions (Cicchetti, Rogosch,
& Oshri, 2011), although the power to detect such effects is limited. Interestingly,
there is some evidence that risk may accumulate across genes and environments (e.g.,
Clasen, Wells, Knopik, McGeary, & Beevers, 2011), suggesting that an approach that
considers multiple genes and multiple environmental risk factors will be required to
assess genotype-environment interaction more accurately.

There is a need for caution when considering the findings of studies examining
candidate gene-by-environment interactions, however. A recent report examined
all published studies of candidate gene-by-environment interactions— 103 studies
published from 2000 to 2009—and found that 96 percent of novel reports were sig-
nificant, while only 27 percent of replication attempts were significant (Duncan &
Keller, 2011). In addition, there appeared to be a publication bias among replication
attempts; power analyses suggested that most candidate gene-by-environment inter-
action studies are underpowered. This report and those described above by Munafo
and colleagues (2009) and Risch and colleagues (2009) highlight the critical role that
replication has in helping to clarify how genes and environments work together.

Genomewide association approaches have also begun to be applied in the search
for genotype-environment interaction (Plomin & Davis, 2006). For example, the set
of five SNPs associated with general cognitive ability (g) that was mentioned in the
previous section yielded significant genotype-environment interaction (Flarlaar,



Butcher, et al.,, 2005). One significant genotype-environment interaction was in line
with the quantitative genetic analyses mentioned above: Genetic effects on ¢ are
stronger for children in families of higher socioeconomic status. Two other significant
interactions showed greater associations between the SNP set and general cognitive
ability (g) at both the low and high ends of the environment. That is, children with a
genetic propensity toward high ¢ profit disproportionately from a good environment,
and children with a genetic propensity toward low g suffer disproportionately from
a poor environment. Systematic strategies that can be used in mining data from ge-
nomewide association studies in examining genotype-environment interaction have
been proposed (Thomas, 2010) and include experimental intervention as a way of
manipulating the environment (van ljzendoorn et al., 2011).

P key concepts

Genotype-environment interaction: Genetic sensitivity or susceptibility to
environments. Genotype-environment interaction is usually limited to statistical
interactions, such as genetic effects that differ in different environments. The most
common use of the twin method in studying genotype-environment interaction
involves testing whether heritability differs in different environments.
Diathesis-stress: A type of genotype-environment interaction in which individuals

at genetic risk for a disorder (diathesis) are especially sensitive to the effects of risky
(stress) environments.

Candidate gene-by-environment interaction: Genotype-environment interaction in
which an association between a particular (candidate) gene and a phenotype differs in
different environments.

Genomewide gene-by-environment interaction: A method for searching for

genotype-environment interaction that assesses DNA variation throughout the genome.

Summary

The interplay between genes and environment has been the focus of a vast amount
of research, especially over the past decade. There are two main foci of this work:
genotype-environment correlation and genotype-environment interaction. What is
clear from all of this research is that genes and environments operate together to in-
fluence behavior through genotype-environment correlations and interactions.

One of the most surprising findings in genetic research was that our experi-
ences are influenced in part by genetic factors. This finding is the topic of genotype-
environment correlation. Dozens of studies using various genetic designs and measures
of the environment converge on the conclusion that genetic factors contribute to
the variance of measures of the environment. Genotype-environment correlations
are of three types: passive, evocative, and active. Several different methods are avail-
able to assess specific genotype-environment correlations between behavioral traits



and measures of the environment. These methods have identified several examples
of genotype-environment correlation and have helped to clarify how genotype-
environment correlations may change over time.

Genotype-environment interaction is the second way that genes and environ-
ments work together. Animal studies, in which both genotype and environment can be
controlled, have yielded examples in which environmental effects on behavior differ
as a function of genotype. A rapidly accumulating number of examples of genotype-
environment interaction for human behavior have also been found, especially in
molecular genetic studies using functional polymorphisms in candidate genes. The
general form of these interactions is that stressful environments primarily have their
effect on individuals who are genetically at risk, a diathesis-stress type of genotype-
environment interaction.

The recognition through behavioral genetic research of genotype-environment
correlations and interactions emphasizes the power of genetic research to elucidate
environmental risk mechanisms. Understanding how nature and nurture correlate
and interact will be greatly facilitated as more genes are identified that are associated
with behavior and with experience.
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and 8 is needed to identify the most heritable components and constellations
of behavior, to investigate developmental change and continuity, and to explore the
interplay between nature and nurture. However, one of the most exciting directions
for research in behavioral genetics is the coming together of quantitative genetics and
molecular genetics in attempts to identify specific genes responsible for genetic influ-
ence on behavior, even for complex behaviors for which many genes as well as many
environmental factors are at work.

As illustrated in Figure 9.1, quantitative genetics and molecular genetics both
began around the beginning of the twentieth century. The twio groups, biometricians
(Galtonians) and Mendelians, quickly came into contention, as described in Chapter
3 Their ideas and research grew apart as quantitative geneticists focused on naturally
occurring genetic variation and complex quantitative traits, and molecular geneti-
cists analyzed single-gene mutations, often those created artificially by chemicals or
X-irradiation (described in Chapter 5). Since the 1980s, however, quantitative genet-
ics and molecular genetics have begun to come together to identify genes for com-
plex, quantitative traits. Such a gene in multiple-gene systems is called a quantitative
trait locus (QTL). Unlike single-gene effects that are necessary and sufficient for the
development of a disorder, QTLs contribute like probabilistic risk factors, creating
quantitative traits rather than qualitative disorders. QTLs are inherited in the same
Mendelian manner as single-gene effects; but, if there are many genes that affect a
trait, then each gene is likely to have a relatively small effect.

In addition to producing indisputable evidence of genetic influence, the iden-
tification of specific genes will revolutionize behavioral genetics by providing
measured genotypes for investigating, with greater precision, the multivariate, de-
velopmental, and gene-environment interplay issues that have become the focus of
quantitative genetic research. In Chapter 5, we briefly presented various ways of
identifying genes in animal models. We now turn our attention to identifying genes

I\/I uch more quantitative genetic research of the kind described in Chapters 6, 7,



Quantitative Molecular FIGURE 9.1 Quantitative genetics and

genetics genetics molecular genetics are coming together in
the study of complex quantitative traits and
quantitative trait loci (QTLs).

Complex (quantitative) traits

associated with human behavior. Once a gene, or cluster of genes, is identified, it is
possible to begin to explore the pathways between genes and behavior, which is the
topic of Chapter 10.

Mutations

Behavioral genetics asks why people are different behaviorally—for example, why
people differ in cognitive abilities and disabilities, psychopathology, and personality.
For this reason, it focuses on genetic and environmental differences that can account
for these observed differences among people. New DNA differences occur when mis-
takes, called mutations, are made in copying DNA. These mutations result in differ-
ent alleles (called polymorphisms), such as the alleles responsible for the variations
that Mendel found in pea plants, for Huntington disease and PKU, and for complex
behavioral traits such as schizophrenia and cognitive abilities. Mutations that occur in
the creation of eggs and sperm will be transmitted faithfully unless natural selection
intervenes (Chapter 20). The effects that count in terms of natural selection are ef-
fects on survival and reproduction. Because evolution has so finely tuned the genetic
system, most new mutations in regions of DNA that are translated into amino acid
sequences have deleterious effects. However, sometimes such mutations are neutral
overall, and once in a great while a mutation will make the system function a bit bet-
ter. In evolutionary terms, this outcome means that individuals with the mutation are
more likely to survive and reproduce.



A single-base mutation can result in the insertion of a different amino acid into
a protein. Such a mutation can alter the function of the protein. For example, in the
figure in Box 4.1, if the first DNA codon TAC is miscopied as TCC, the amino acid
arginine will be substituted for methionine. (Table 4.1 indicates that TAC codes for
methionine and TCC codes for arginine.) This single amino acid substitution in the
hundreds of amino acids that make up a protein might have no noticeable effect on
the protein’s functioning; then again, it might have a small effect or it might have a
major, even lethal, effect. A mutation that leads to the loss of a single base is likely to
be more damaging than a mutation causing a substitution because the loss of a base
shifts the reading frame of the triplet code. For example, if the second base in the box
figure were deleted, TAC-AAC-CAT becomes TCA-ACC-AT. Instead of the amino
acid chain containing methionine (TAC) and leucine (AAC), the mutation would
result in a chain containing serine (TCA) and tryptophan (ACC).

Mutations are often not so simple. For example, a particular gene can have mu-
tations at several locations. As an extreme example, hundreds of different mutations
have been found in the gene responsible for PKU, and some of these different muta-
tions have different effects (Scriver, 2007). Another example involves triplet repeats,
mentioned in Chapter 3. Most cases of Huntington disease are caused by three re-
peating bases (CAG). Normal alleles have from 11 to 34 CAG repeats in a gene that
codes for a protein found throughout the brain. For individuals with Huntington dis-
ease, the number of CAG repeats varies from 37 to more than 100. Because triplet
repeats involve three bases, the presence of any number of repeats does not shift the
reading frame of transcription. However, the CAG repeat responsible for Huntington
disease is transcribed into mMRNA and translated into protein, which means that mul-
tiple repeats of an amino acid are inserted into the protein. Which amino acid? CAG
is the mMRNA code, so the DNA code is GTC. Table 4.1 shows that GTC codes for the
amino acid glutamine. Having a protein encumbered with many extra copies of glu-
tamine reduces the protein’s normal activity; therefore, the lengthened protein would
show loss of function. However, although Huntington disease is a dominant disorder,
the other allele should be operating normally, producing enough of the normal pro-
tein to avoid trouble. This possibility suggests that the Huntington allele, which adds
dozens of glutamines to the protein, might confer a new property (gain of function)
that creates the problems of Huntington disease.

Many of our 3 billion base pairs differ among individuals, and over 2 million
differ for at least 1 percent of the population. As described in the following section,
these DNA polymorphisms have made it possible to identify genes responsible for the
heritability of traits, including complex behavioral traits.

Detecting Polymorphisms

Much of the success of molecular genetics comes from the availability of millions of
DNA polymorphisms. Previously, genetic markers were limited to the products of
single genes, such as the red blood cell proteins that define the blood groups. In 1980,



new genetic markers that are the actual polymorphisms in the DNA were discovered.
Because millions of DNA base sequences are polymorphic, these DNA polymor-
phisms can be used in genomewide linkage studies to determine the chromosomal
location of single-gene disorders, described later in this chapter. In 1983, such DNA
markers were first used to localize the gene for Huntington disease at the tip of the
short arm of chromosome 4. Technology has advanced to the point where we can now
use millions of DNA markers to conduct genomewide association studies to identify
genes associated with complex disorders, including behavioral disorders (Hirschhorn
& Daly, 2005).

We are also able to detect every single DNA polymorphism by sequencing each
individual’s entire genome, called whole-genome sequencing (Lander, 2011). The race
is on to determine how to sequence all 3 billion bases of DNA of an individual for
less than $1000 (Kedes & Campany, 2011). The evolution of whole-genome sequenc-
ing will allow researchers to focus not just on the 2 percent of DNA involved in cod-
ing genes but also on non-coding genes that might also contribute to heritability. The
1000 Genomes Project, launched in 2008, aims to characterize human genetic variation
across the world (Altshuler, Durbin, et al., 2010). More recently, in 2010, the 10,000
Genomes Project was started with the goal of identifying even rarer DNA variants
(http://www.wellcome.ac.uk/News/Media-office/Press-releases/2010/W T X060061.
htm). As mentioned in Chapter 4, with the move toward affordable whole-genome se-
quencing, there is the very real possibility that the entire genome of all newborns could
be sequenced to screen for genetic problems and that eventually we will each have
the opportunity to know our own DNA sequence (Collins, 2010). Until whole-genome
sequencing becomes affordable, sequencing the 2 percent of the genome that contains
protein-coding information has become widely used, especially for discovering rare al-
leles for unsolved Mendelian disorders (Bamshad et al., 2011).

Although it is possible that rare alleles of large effect explain some of the heri-
tability of complex traits, two types of common DNA polymorphisms can be geno-
typed affordably in the large samples needed to detect associations of small effect
size: microsatellite markers, which have many alleles, and single nucleotide polymor-
phisms (SNPs), which have just two alleles (Weir, Anderson, & Hepler, 2006). Box 9.1
describes how microsatellite markers and SNPs are detected and explains the tech-
nique of polymerase chain reaction (PCR). This is fundamental for detection of
all DNA markers because PCR makes millions of copies of a small stretch of DNA.
The triplet repeats mentioned in relation to Huntington disease are an example of
a microsatellite repeat marker, which can involve two, three, or four base pairs that
are repeated up to a hundred times and which have been found at as many as 50,000
loci throughout the genome. The number of repeats at each locus differs among
individuals and is inherited in a Mendelian manner. For example, a microsatellite
marker might have three alleles, in which the two-base sequence C-G repeats 14,
15, or 16 times.

SNPs (called “snips™) are by far the most common type of DNA polymor-
phisms. As their name suggests, a SNP involves a mutation in a single nucleotide,
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BOX 9.1 'DNA Markers

icrosatellite repeats and SNPs

are genetic polymorphisms

in DNA. They are called DNA
markers rather than genetic markers
because they can be identified directly
in the DNA itself rather than attrib-
uted to a gene product, such as the
red blood cell proteins responsible for
blood types. Investigations of both of
these DNA markers are made pos-
sible by a technique called polymerase
chain reaction (PCR). In a few hours,
millions of copies of a particular small
sequence of DNA a few hundred to
two thousand base pairs in length
can be created. To do this copying,
the sequence of DNA surrounding the
DNA marker must be known. From this
DNA sequence, 20 bases on both sides
of the polymorphism are synthesized.
These 20-base DNA sequences, called
primers, are unique in the genome
and identify the precise location of the
polymorphism.

Polymerase is an enzyme that
begins the process of copying DNA. It
begins to do so on each strand of DNA
at the point of the primer. One strand
is copied from the primer on the left in
the right direction and the other strand
is copied from the primer on the right
in the left direction. In this way, PCR
results in a copy of the DNA between
the two primers. When this process is
repeated many times, even the copies
are copied and millions of copies of
the double-stranded DNA between
the two primers are produced (for an
animation, see http://www.dnalc.org/
resources/animations/pcr.html). The
simplest way to identify a polymor-

phism from the PCR-amplified DNA
fragment is to sequence the fragment.
Sequencing would indicate how many
repeats are present for microsatellite
markers and which allele is present for
SNPs. Because we have two alleles for
each locus, we can have two different
alleles (heterozygous) or two copies

of the same allele (homozygous). For
microsatellite markers, a more cost-
effective approach that sorts DNA
fragments by length is used; this indi-
cates the number of repeats. For SNPs,
the DNA fragments can be made single
stranded and allowed to find their
match (hybridize) to a single-stranded
probe for one or the other SNP allele.
For example, in the figure in this box,
the target probe is ATCATG, with a
SNP at the third nucleotide base. The
PCR-amplified DNA fragment TAGTAC
has hybridized successfully with the
probe. In high-throughput approaches,
a fluorescent molecule is attached

to the DNA fragments so that the
fragments light up if they successfully
hybridize with the probe. (The TATGAC
allele is unable to hybridize with the
probe.)
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for example, a mutation that changes the first codon in Box 4.1 from TAC to TCC,
thus substituting arginine for methionine when the gene is transcribed and trans-
lated into a protein. SNPs that involve a change in an amino acid sequence are
called nonsynonymous and are thus likely to be functional: The resulting protein will
contain a different amino acid. Most SNPs in coding regions are synonymous: They
do not involve a change in amino acid sequence because the SNP involves one of
the alternate DNA codes for the same amino acid (see Table 4.1). Although non-
synonymous SNPs are more likely to be functional because they change the amino
acid sequence of the protein, it is possible that synonymous SNPs might have an
effect by changing the rate at which mRNA is translated into proteins. The field is
just coming to grips with the functional effects of other SNPs throughout the ge-
nome, such as SNPs in non-coding RNA regions of the genome (see Chapter 10).
More than 12 million SNPs have been reported in populations around the world,
and most of these have been validated (http://www.ncbi.nlm.nih.gov/SNP/); about
2 million meet the criterion of occurring in at least 1 percent of a population. This
work is being systematized by the International HapMap Consortium (http://snp.
cshl.org/index.html.en), which has genotyped more than 3 million SNPs for 270
individuals from four ethnic groups (Frazer et al., 2007). The project is called Hap-
Map because its aim is to create a map of correlated SNPs throughout the genome.
SNPs close together on a chromosome are unlikely to be separated by recombina-
tion, but recombination does not occur evenly throughout the genome. There are
blocks of SNPs that are very highly correlated with one another and are separated
by so-called recombinatorial hotspots. These blocks are called haplotype blocks. (In
contrast to genotype, which refers to a pair of chromosomes, the DNA sequence on
one chromosome is called ahaploidgenotype, which has been shortened to haplotype.)
By identifying a few SNPs that tag a haplotype block, it may be necessary to geno-
type only half a million SNPs rather than many millions in order to scan the entire
genome for associations with phenotypes.

Until recently, only common DNA variants, such as SNPs, occurring at rela-
tively high frequency in the population were well studied. However, rarer variants
no doubt also contribute to genetic risk for common diseases (Manolio et al., 2009).
These types of polymorphisms have attracted considerable attention. One example
is copy number variants (CNVs), which involve duplication of long stretches of DNA,
often encompassing protein-coding genes as well as non-coding genes (Conrad et
al., 2010; Redon et al., 2006). Recent reports suggest a role for rare CNVs in the risk
for a range of common diseases, such as autism (Sebat et al., 2007) and schizophrenia
(Buizer-Voskamp et al.,, 2011). Many CNVs, like other mutations, are not inherited
and appear uniquely in an individual (de novo). However, a recent project gener-
ated a comprehensive map of 11,700 CNVs (Conrad et al., 2010), 80 to 90 percent
of which appear at a frequency of at least 5 percent in the population. Recent efforts
have expanded our knowledge about common and rare variation across the genome.
The International Hapmap 3 Consortium genotyped 1.6 million common SNPs in


http://www.ncbi.nlm.nih.gov/SNP/
http://snp

1,184 individuals from 11 global populations and sequenced specific regions in 692 of
these individuals (Altshuler, Gibbs, et al., 2010). These advances concerning genetic
variation in populations will undoubtedly help to answer questions about the role of
genetics in human disease and behavior.

Q key concepts

Quantitative trait loci (QTLs): Genes of various effect sizes in multiple-gene
systems that contribute to quantitative (continuous) variation in a phenotype.
Polymorphism: A locus with two or more alleles; Greek for "multiple forms."
Microsatellite markers: Two, three, or four DNA base pairs that are repeated

up to a hundred times. Unlike SNPs, which generally have just two alleles,
microsatellite markers often have many alleles that are inherited in a Mendelian
manner.

Single nucleotide polymorphism (5NP): The most common type of DNA
polymorphism, which involves a mutation in a single nucleotide. SNPs (pronounced
"snips") can produce a change in an amino acid sequence (called nonsynonymous,
i.e., not synonymous).

Polymerase chain reaction (PCR): A method to amplify a particular DNA sequence.
Primer: A short (usually 20-base) DNA sequence that marks the starting point for
DNA replication. Primers on either side of a polymorphism mark the boundaries of a
DNA sequence that is to be amplified by polymerase chain reaction (PCR).
Recombinatorial hotspot: Chromosomal location subject to much recombination;
often marks the boundaries of haplotype blocks.

Haploid genotype (haplotype): The DNA sequence on one chromosome. In
contrast to genotype, which refers to a pair of chromosomes, the DNA sequence
on one chromosome is called a haploid genotype, which has been shortened to
haplotype.

Haplotype block: A series of SNPs that are very highly correlated (i.e., seldom
separated by recombination). The HapMap project is systematizing haplotype blocks
for several ethnic groups (http://snp.cshl.org/index.html.en).

Copy number variants (CNVs): A polymorphism that involves duplication of long
stretches of DNA, often encompassing protein-coding genes as well as non-coding
genes. Frequently used more broadly to refer to all structural variations in DNA,
including insertions and deletions.

Human Behavior

In studying our species, we cannot manipulate genes or genotypes as in knock-out
studies or minimize environmental variation in a laboratory. Although this prohibition
makes it more difficult to identify genes associated with behavior, this cloud has the
silver lining of forcing us to deal with naturally occurring genetic and environmental
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variation. The silver lining is that results of human research will generalize to the
world outside the laboratory and are more likely to translate to clinically relevant
advances in diagnosis and treatment.

As described in Chapter 2, linkage has been extremely successful in locating the
chromosomal neighborhood of single-gene disorders. For many decades, the actual
residence of a single-gene disorder could be pinpointed when a physical marker for
the disorder was available, as was the case for PKU (high phenylalanine levels), which
led to identification of the culprit gene in 1984. With the discovery of DNA markers
in the 1980s, screening the genome for linkage became possible for any single-gene
disorder, which in 1993 led to the identification of the gene that causes Huntington
disease (Bates, 2005).

During the past decade, attempts to identify genes responsible for the heritabil-
ity of complex traits have moved quickly from traditional linkage studies to QTL
linkage to candidate gene association to genomewide association studies. Most re-
cently, researchers are using next-generation sequencing to identify all variants in
the genome as it became apparent that genetic influence on complex traits is caused
by many more genes of much smaller effect size than anticipated. This fast-moving
journey is briefly described in this section.

Linkage: Single-Gene Disorders

For single-gene disorders, linkage can be identified by using a few large family pedi-
grees, in which cotransmission of a DNA marker allele and a disorder can be traced.
Because recombination occurs an average of only once per chromosome in the for-
mation of gametes passed from parent to offspring, a marker allele and an allele for a
disorder on the same chromosome will usually be inherited together within a family.
In 1984, the first DNA marker linkage was found for Huntington disease in a single
five-generation pedigree showm in Figure 9.2. In this family, the allele for Huntington
disease is linked to the allele labeled C. All but one person with Huntington disease
has inherited a chromosome that happens to have the C allele in this family. This
marker is not the Huntington gene itself, because a recombination was found between
the marker allele and Huntington disease for one individual; the leftmost woman
with an arrow in generation IV had Huntington disease but did not inherit the C
allele for the marker. That is, this woman received that part of her affected mother’s
chromosome carrying the gene for Huntington disease, which is normally linked in
this family with the C allele but in this woman is recombined with the A allele from
the mother’s other chromosome. The farther the marker is from the disease gene, the
more recombinations will be found within a family. Markers even closer to the Hun-
tington gene were later found. Finally, in 1993, a genetic defect was identified as the
CAG repeat sequence associated with most cases of Huntington disease, as described
in Chapter 3. A similar approach was used to locate the genes responsible for other
single-gene disorders, such as PKU on chromosome 12 and fragile X mental retarda-
tion on the X chromosome.
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Linkage: Complex Disorders

Although linkage analysis of large pedigrees has been very effective for locating genes
for single-gene disorders, it is less powerful when several genes are involved. Another
linkage approach has greater power to detect genes of smaller effect size and can be
extended to quantitative traits. Rather than studying a few families with many rela-
tives as in traditional linkage, this method studies many families with a small nhumber
of relatives, usually siblings. The simplest method examines allele sharing for pairs
of affected siblings in many different families, as explained in Box 9.2. As indicated
in later chapters, the affected sib-pair QTL linkage design is the most widely used
linkage design for studying complex traits such as behavior.

Linkage based on allele sharing can also be investigated for quantitative traits by
correlating allele sharing for DNA markers with sibling differences on a quantitative
trait. That is, a marker linked to a quantitative trait will show greater than expected
allele sharing for siblings who are more similar for the trait. The sib-pair QTL link-
age design was first used to identify and replicate a linkage for reading disability7on
chromosome 6 (6/>2I; Cardon et al., 1994), a QTL linkage that has been replicated in
several other studies (see Chapter Il). As seen in the following chapters, many ge-
nomewide linkage studies have been reported. However, replication of linkage results
has generally not been as clear as in the case of reading disability, as seen, for example,
in a review of 101 linkage studies of 31 human diseases (Altmuller, Palmer, Fischer,
Scherb, & Wist, 2001).

Association: Candidate Genes
A great strength of linkage approaches is that they systematically scan the genome
with just a few hundred DNA markers looking for violations of Mendel’s law of inde-
pendent assortment between a disorder and a marker. However, a weakness of linkage
approaches is that they cannot detect linkage for genes of small effect size expected
for most complex disorders (Risch, 2000; Risch & Merikangas, 1996). Using linkage is
like using a telescope to scan the horizon systematically for distant mountains (large
QTL effects). However, the telescope goes out of focus when trying to detect nearby
hills (small QTL effects).

In contrast to linkage, which is systematic but not powerful, allelic association is
powerful but, until recently, not systematic. Association is powerful because, rather
than relying on recombination within families as in linkage, it simply compares allelic

FIGURE 9.2 Linkage between the Fluntington disease gene and a DNA marker at the tip of
the short arm of chromosome 4. In this pedigree, Fluntington disease occurs in individuals who
inherit a chromosome bearing the C allele for the DNA marker. A single individual shows a re-
combination (marked with an arrow) in which Huntington disease occurred in the absence of the
C allele. (From "DNA markers for nervous-system diseases" by J. F Gusella et al. Science, 225, 1320-1326.
©1984. Used with permission of the American Association for the Advancement of Science.)



Affected Sib-Pair Linkage Design

he most widely used linkage

design includes families in which

two siblings are affected. Affected
could mean that both siblings meet
criteria for a diagnosis or that both sib-
lings have extreme scores on a measure
of a quantitative trait. The affected
sib-pair linkage design is based on al-
lele sharing—whether affected sibling
pairs share O, 1, or 2 alleles for a DNA
marker (see the figure). For simplicity,
assume that we can distinguish all four
parental alleles for a particular marker.
Linkage analyses require the use of
markers with many alleles so that,
ideally, all four parental alleles can be
distinguished. The father is shown as
having alleles A and B, and the mother
has alleles C and D. There are four
possibilities for sib-pair allele sharing:
They can share no parental alleles, they
can share one allele from the father

or one allele from the mother, or they
can share two parental alleles. When

a marker is not linked to the gene for
the disorder, each of these possibilities
has a probability of 25 percent. In other
words, the probability is 25 percent
that sibling pairs share no alleles, 50
percent that they share one allele, and
25 percent that they share two alleles.
Deviations from this expected pattern
of allele sharing indicate linkage. That
is, if a marker is linked to a gene that
influences the disorder, more than 25
percent of the affected sibling pairs will
share two alleles for the marker. Several
examples of affected sib-pair linkage
analyses are mentioned in later chap-
ters. A recent example yielded evidence
for linkage on chromosome 4 for major
depression in a sample of sibling pairs
affected with alcohol dependence (Kuo
et al.,, 2010).

frequencies for groups such as individuals with the disorder (cases) versus controls
or low-scoring versus high-scoring individuals on a quantitative trait (Sham, Cherny,
Purcell, & Hewitt, 2000). For example, as mentioned in Chapter 1, a particular allele
of a gene (for apolipoprotein E on chromosome 19) involved in cholesterol transport
is associated with late-onset Alzheimer disease (Corder et al., 1993). In dozens of
association studies, the frequency of allele 4 was found to be about 40 percent in
individuals with Alzheimer disease and about 15 percent in controls. In recent years,



allelic associations have been reported for all domains of behavior, as discussed in
later chapters, although none have nearly as large an effect as the association between
apolipoprotein E and Alzheimer disease.

The weakness of allelic association is that an association can only be detected if a
DNA marker is itself the functional gene (called direct association) or very close to it
(called indirect association or linkage disequilibrium). If linkage is a telescope, associa-
tion is a microscope. As a result, hundreds of thousands of DNA markers need to be
genotyped to scan the genome thoroughly. For this reason, until very recently, allelic
association has been used primarily to investigate associations with genes thought to
be candidates for association. For example, because the drug most commonly used to
treat hyperactivity, methylphenidate, acts on the dopamine system, genes related to
dopamine, such as the dopamine transporter and dopamine receptors, have been the
target of candidate gene association studies of hyperactivity. Evidence for QTL as-
sociations with hyperactivity involving the D4 dopamine receptor (DRD4) and other
dopamine genes is growing (Banaschewski, Becker, Scherag, Franke, & Coghill, 2010;
Sharp, McQuillin, & Gurling, 2009). For example, a meta-analysis of 27 studies found
that the DRDA4 7-repeat (DRD4-7r) allele increases the risk for attention-deficit hyper-
activity disorder (ADHD; Smith, 2010). Specifically, the frequency of the DRD4 allele
associated with hyperactivity is about 25 percent for children with hyperactivity and
about 15 percent in controls. The problem with the candidate gene approach is that we
often do not have strong hypotheses as to which genes are candidate genes. Indeed, as
discussed in Chapter 5, pleiotropy makes it possible that any of the thousands of genes
expressed in the brain could be considered as candidate genes. Moreover, candidate
gene studies are limited to the 2 percent of the DNA that lies in coding regions.

The biggest problem is that reports of candidate gene associations have been
difficult to replicate (Tabor, Risch, & Myers, 2002). This is a general problem for all
complex traits, not just for behavioral traits (loannidis, Ntzani, Trikalinos, & Conto-
poulos-loannidis, 2001). For example, in a review of 600 reported associations with
common medical diseases, only six have been consistently replicated (Hirschhorn,
Lohmueller, Byrne, & Hirschhorn, 2002), although a follow-up meta-analysis in-
dicated greater replication for larger studies (Lohmueller, Pearce, Pike, Lander, &
Hirschhorn, 2003). Essentially, as explained in the next section, the failure to replicate
is due to the fact that the largest effect sizes are much smaller than expected. In other
words, these candidate gene studies were underpowered to detect such effects. Few
candidate gene associations have been replicated in genomewide association studies
(Siontis, Patsopoulos, & loannidis, 2010).

Association: Genomewide

In summary, linkage is systematic but not powerful, and candidate gene allelic asso-
ciation is powerful but not systematic. Allelic association can be made more system-
atic by using a dense map of markers. Historically, the problem with using a dense
map of markers for a genome scan has been the amount of genotyping required and
its expense. For example, 750,000 well-chosen SNPs genotyped for 1000 individuals



BOX 9.3

icroarrays have made it possible

to study the entire genome
M (DNA), the entire transcrip-
tome (RNA) (Plomin & Schalkwyk,
2007), and more recently the entire
exome (or coding regions), covering
variation seen in as little as 1 percent of
the population. A microarray is a glass
slide the size of a postage stamp dotted
with short DNA sequences called probes.
Microarrays were first used to assess
gene expression, which will be discussed
in Chapter 10. In 2000, microarrays
were developed to genotype SNPs.
Microarrays detect SNPs using the same
hybridization method described in Box
9.1. The difference is that microarrays
probe for millions of SNPs on a plat-
form the size of a postage stamp. This
miniaturization requires little DNA and
makes the method fast and inexpensive.
This is an advantage in the interim as we
wait for whole-genome sequencing to
become widely available.

Several types of microarrays are
available commercially; the figure shows
the microarray manufactured by Affyme-
trix called GeneChip®. As shown in the
figure, many copies of a certain target

SNP Microarrays

nucleotide base sequence surrounding
and including a SNP are used to probe
reliably for each allele of the SNP. An
individual's DNA is cut with restriction
enzymes into tiny fragments which are
then all amplified by polymerase chain
reaction (PCR; see Box 9.1). Using a
single PCR to chop up and amplify the
entire genome, called whole-genome
amplification, was the crucial trick
that made microarrays possible. The
PCR-amplified DNA fragments are made
single stranded and washed over the
probes on the microarrays so that the
individual's DNA fragments will hybridize
to the probes if they find exact matches.
A fluorescent tag is added to the DNA
fragments so that they will fluoresce if
they hybridize with a probe, as shown
in the figure. The microarray includes
probes for both SNP alleles to indicate
whether an individual is homozygous or
heterozygous.

Microarrays make it possible to
conduct genomewide association
studies with millions of SNPs. However,
any DNA probes can be selected for
genotyping on a microarray. As men-
tioned above, microarrays can include

(500 cases and 500 controls) would require 750 million genotypings. Until recently,
such an effort would have cost tens of millions of dollars. This is why, in the past, most
association studies have been limited to considering a few candidate genes.

Recently, a revolutionary advance has made genomewide association investigations
possible (Hirschhorn & Daly, 2005). Microarrays can be used to genotype millions of
SNPs on a “chip” the size of a postage stamp (Box 9.3). With microarrays, the cost of the
experiment described above is less than half a million dollars instead of tens of millions.
As a result of microarrays, genomewide association analysis has come to dominate at-
tempts to identify genes for complex traits in recent years. Although this is an exciting
advance, genomewide studies have found much smaller effects than originally expected,



rare SNPs rather than common SNPs or
can include probes for CNVs (mentioned
earlier in this chapter). Microarrays

are also being customized for certain
diseases, such as specialized microarrays
now available for all DNA variants re-
lated to cardiovascular (CardioChip) and

immunological (ImmunoChip) function
and dysfunction. The cost of microarrays
is steadily declining; however, it can still
be quite expensive to conduct stud-

ies with the hundreds of thousands of
subjects needed to detect associations
of small effect size.

and evidence suggests that genome scans of 500,000 or more SNPs are needed on very
large samples (thousands to tens of thousands of people) to identify replicable associa-
tions. As ofJune 2011, 1449 genomewide association studies had been published for 237
traits (http://www.genome.gov/gwastudies). Recent reports suggest that combining all
known SNP associations for any trait explains a small proportion of heritability, ranging
from about 5 percent (Manolio et al., 2009) to, at most, 20 percent of the known herita-
bility (Park et al., 2010). This gap between the genomewide identified associations and
heritability has become known as the missing heritability problem (Maher, 2008).

What good will come from identifying genes if they have such small effect sizes?
One answer is that we can study pathways between each gene and behavior. Even for
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genes with a very small effect on behavior, the road signs are clearly marked in a bot-
tom-up analysis that begins with gene expression, although the pathways quickly divide
and become more difficult to follow to higher levels of analysis such as the brain and
behavior. However, even if there are hundreds or thousands of genes that have small
effects on a particular behavior, this set of genes will be useful in top-down analyses
that begin with behavior, proceed to investigate multivariate, developmental, and gen-
otype-environment interface issues, and then translate these findings into gene-based
diagnosis and treatment as well as prediction and prevention of disorders. These is-
sues about pathways between genes and behavior are the topic of Chapter 10. With
DNA microarrays, it would not matter for top-down analyses if there were hundreds
or thousands of genes that predict a particular trait. Indeed, for each trait, we can imag-
ine DNA microarrays with thousands of genes that include all the genes relevant to
that trait’s multivariate heterogeneity and comorbidity, its developmental changes, and
its interactions and correlations with the environment (Harlaar, Butcher, et al., 2005).
Moreover, recent efforts have considered the possibility of aggregating the small effects
of many DNA variants associated with a trait (Wray, Goddard, & Visscher, 2008). These
composite scores have typically focused on common DNA variants and have been
called polygenic susceptibility scores (Pharoah et al., 2002), genomic profiles (Khoury,
Yang, Gwinn, Little, & Flanders, 2004), SNP sets (Harlaar, Butcher, et al., 2005), and
aggregate risk scores (Purcell et al., 2009). With the advent of rare variant genotyping,
new approaches combine the effects of rare and common variants, including variants
that are risk-inducing as well as protective (Neale et al., 201 I). It is possible that these
polygenic composites can aid in explaining more of the genetic variance. Moreover,
they could also be useful for identifying groups of individuals at high and low genetic
risk in certain areas of research, such as neuroimaging, where large sample sizes are
difficult to study. Finally, the inability of association studies to account for most of the
reported heritability has also led to a renewed interest in the use of the family design,
suggesting that the rare variant approach and next-generation sequencing will improve
the power of family-based approaches (Ott, Kamatani, & Lathrop, 2011). Although
there is currently no definitive answer to the missing heritability problem, the speed at
which the field of behavioral genetics is advancing suggests that it may soon be solved.

Q key concepts

Linkage analysis: A technique that detects linkage between DNA markers and traits,
used to map genes to chromosomes.

Allelic association: An association between allelic frequencies and a phenotype.
Candidate gene: A gene whose function suggests that it might be associated with a
trait. For example, dopamine genes are considered as candidate genes for hyperactivity
because the drug most commonly used to treat hyperactivity, methylphenidate, acts
on the dopamine system.

Linkage disequilibrium: A violation of Mendel's law of independent assortment

in which markers are uncorrelated. It is most frequently used to describe how close



together DNA markers are on a chromosome; linkage disequilibrium of 1.0 means
that the alleles of the DNA markers are perfectly correlated; 0.0 means that there is no
correlation.

Genomewide association study: An association study that assesses DNA variation

throughout the genome.

Missing heritability: The difference between the genomewide identified associations
and reported heritability estimates from quantitative genetic studies, such as twin and
family designs.

Microarray: Commonly known as gene chips, microarrays are slides the size of a
postage stamp with hundreds of thousands of DNA sequences that serve as probes to
detect gene expression (RNA microarrays) or single nucleotide polymorphisms (DNA
microarrays).

Whole-genome amplification: The use of a few restriction enzymes in polymerase
chain reactions (PCRs) to chop up and amplify the entire genome; this makes
microarrays possible.

Summary

Although much more quantitative genetic research is needed, one of the most excit-
ing directions tor genetic research in the behavioral sciences involves harnessing the
power of molecular genetics to identify specific genes responsible for the widespread
influence of genetics on behavior.

The two major strategies for identifying genes for human behavioral traits are
allelic association and linkage. Allelic association is simply a correlation between an
allele and a trait for individuals in a population. Linkage is like an association within
families, tracing the co-inheritance of a DNA marker and a disorder within families.
Linkage is systematic but not powerful for detecting genes of small effect size; as-
sociation is more powerful but until recently was not systematic and was restricted
to candidate genes. SNP microarrays have made possible genomewide association
studies using millions of SNPs and incorporating common as well as rare variation.

For complex human behaviors, many associations and linkages have been re-
ported. Ongoing genomewide association studies using SNP microarrays with large
samples identify genes of small effect size associated with behavior. The results of
genomewide association have yielded genes accounting for much less of the genetic
variance than once expected, leaving us with the missing heritability problem. New
technologies such as whole-genome sequencing may begin to shed light on this issue;
however, in the interim, combining the effects of multiple genes of small effect may
aid in accounting for more of the genetic influence on behavior.

As discussed in the next chapter, the goal is not only finding genes associated with
behav ior but also understanding the pathways between genes and behavior, that is, the
mechanisms by which genes affect behavior, sometimes called functional genomics.



Pathways between Genes
and Behavior



BOX 10.1

he relationship between brain and

"mind" (mental constructs) has

been a central issue in philosophy
for four centuries, since Descartes ad-
vocated a mind-body dualism in which
the mind was nonphysical. Because this
dualism of mind and body is now gen-
erally rejected (see Bolton & Hill, 2004;
Kendler, 2005), we will simply assert
the view that all behavior is biologi-
cal in the general sense that behavior
depends on physical processes. Does
this mean that behavior can be reduced
to biology (Bickle, 2003)? Because all
behavior is biological, it would seem
that the answer must logically be "yes."
However, saying that all behavior is
biological is similar to saying that all
behavior is genetic (because without
DNA there can be no behavior) or that
all behavior is environmental (because
without the environment there can be
no behavior).

Behavioral genetics' way out of this
philosophical conundrum is to focus
empirically on individual differences in
behavior and to investigate the extent to
which genetic and environmental differ-
ences can account for these differences
in behavior (see Chapter 7). The point
of this chapter is to consider some of
the levels of analysis that lie between
genes and behavior. The ultimate goal
of behavioral genetics is to understand
the links between genes and behavior at
all levels of analysis.

Different levels of analysis are
more or less useful for addressing
different questions, such as questions
about causes and questions about
cures (Bolton & Hill, 2004). Functional
genomics generally assumes a bottom-

Levels of Analysis

up approach that begins at the level of
cells and molecular biology. The phrase
behavioral genomics has been pro-
posed as an antidote emphasizing the
value of a top-down approach that at-
tempts to understand how genes work
at the level of the behavior of the whole
organism (Plomin & Crabbe, 2000).
Behavioral genomics may be more fruit-
ful than other levels of analysis in terms
of predicting, diagnosing, intervening in,
and preventing behavioral disorders.
Finally, relationships between levels
of analysis should be considered cor-
relational until proven causal, which is
why the connections between levels in
Figure 10.1 are double-headed arrows.
For example, associations between
brain differences and behavioral dif-
ferences are not necessarily caused
by the brain differences: Behavior can
cause changes in brain structure and
function. A striking example is that the
posterior hippocampus, a part of the
brain that stores spatial representations
of the environment, is significantly
larger in London taxi drivers (Maguire
et al., 2000); the size is correlated with
the number of years spent driving a taxi
(Maguire, Woollett, & Spiers, 2006).
Similarly, correlations between gene
expression and behavior are not neces-
sarily causal because behavior
can change gene expression. A crucial
point is that the only exception to this
rule is DNA: Correlations between
differences in DNA sequence and dif-
ferences in behavior are causal in the
sense that behavior does not change
the nucleotide sequence of DNA. In
this sense, DNA is in a causal class of
its own.



considers ways in which researchers are attempting to connect the dots between genes
and behavior. (See Box 10.l for adiscussion ofsome relevant philosophical issues.) We
begin with a description of gene expression, including how epigenetics relates to ex-
pression, and then expand our discussion to consider expression ofal! the genes in the
genome, called the transcriptome. The next step along the pathways from genes to be-
havior is all the proteins coded by the transcriptome, called the proteome. Next is the
brain, which, continuing the - omics theme, has been referred to as the neurome. This
chapter stops at the brain level of analysis because the mind (cognition and emotion)
and behavior—sometimes called the phenome—will be the focus of Chapters 11 to 20.
It should be reiterated that this chapter is about connecting the dots between
genes and behavior through the epigenome, the transcriptome, the proteome, and the
brain. It is not meant to describe each of these areas per se, four of the most active
areas of research in all of the life sciences. Although our focus here is on the links be-
tween genes and behavior, it should also be kept in mind that the environment plays
acrucial role at each step in the pathways between genes and behavior (Chapter 8).

Q key concepts

Functional genomics: The study of how genes work in the sense of tracing pathways
among genes, brain, and behavior. It usually implies a bottom-up approach that begins
with molecules in a cell, in contrast to behavioral genomics.

Behavioral genomics: The study of how genes in the genome function at the
behavioral level of analysis. In contrast to functional genomiCS, behavioral genomics is
a top-down approach to understanding how genes work in terms of the behavior of
the whole organism.

Genome: All the DNA sequences of an organism. The human genome contains about
3 billion DNA base pairs.

Epigenome: Epigenetic events throughout the genome.

Transcriptome: RNA transcribed from all the DNA in the genome.

Proteome: All the proteins translated from RNA (transcriptome).

Neurome: Effects of the genome throughout the brain.

Gene Expression and the Role of Epigenetics

Genes do not blindly pump out their protein products. As explained in Box 4.1, ge-
netic information flows from DNA to messenger RNA (mMRNA) to protein. When
the gene product is needed, many copies of its mMRNA will be present, but otherwise
very few copies of the mRNA are transcribed. In fact, you are changing the rates of
transcription of genes for neurotransmitters by reading this sentence. Because mMRNA
exists for only a few minutes and then is no longer translated into protein, changes in
the rate oftranscription of MRNA are used to control the rate at which genes produce
proteins. This is what is meant by gene expression.



RNA is no longer thought of as merely the messenger that translates the DNA
code into proteins. In terms of evolution, RNA was the original genetic code, and it
still is the genetic code for most viruses. Double-stranded DNA presumablv had a
selective advantage over RNA because the single strand of RNA left it vulnerable
to predatory enzymes. DNA became the faithful genetic code that is the same in all
cells, at all ages, and at all times. In contrast, RNA, which degrades quickly, is tissue-
specific, age-specific, and state-specific. For these reasons, RNA can respond to envi-
ronmental changes by regulating the transcription and translation of protein-coding
DNA. This is the basis for the process of gene expression.

An area relevant to gene expression that has seen rapid growth over the past few
decades is epigenetics. Epigenetics is focused on understanding a type of slow-motion,
developmentally stable change in certain mechanisms of gene expression that do not
alter DNA sequence and can be passed on from one cell to its daughter cells (Bird,
2007). The prefix epi- means “above.” You can think about the epigenome as the cel-
lular material that sits on top, or outside, of the genome. It is these epigenetic marks
that tell your genes to switch on or off, to scream or whisper. It may be through epi-
genetic marks that environmental factors like diet, stress, and prenatal nutrition can
change gene expression from one cell to its daughter cells and, in some cases, from
one generation to the next, called imprinting (see Chapter 3).

There are excellent epigenetics texts that provide great detail about these modes
of action (e.g., Allis, Jenuwein, & Reinberg, 2007; Tollefsbol, 2011). We will focus
briefly on the most widely studied mechanism of epigenetic regulation of gene ex-
pression: DNA methylation (Bird, 2007). A methvl group is a basic unit in organic
chemistry: one carbon atom attached to three hydrogen atoms. When a methyl group
attaches to a specific DNA sequence in a gene’s promoter region—a process called
DNA methylation—it silences the gene’s expression by preventing the gene’s tran-
scription. Conversely, when a gene’s promoter is not methylated, that gene will not be
silenced (Maccani & iMarsit, 2009).

Unlike epigenetic marks that effect long-term developmental changes in gene
expression, many changes in gene expression are short term, providing quick reac-
tions to changes in the environment. One such recently discovered mechanism of
gene regulation is called non-coding RNA As mentioned in Box 4.1, only about 2 per-
cent of the genome involves protein-coding DNA as described by the central dogma.
What is the other 98 percent doing? It had been thought that it is “junk” that has just
hitched a ride evolutionarily. However, we now know that most human DNA is tran-
scribed into RNA that is not the mRNA translated into amino acid sequences. This
so-called non-coding RNA instead plays an important role in regulating the expres-
sion of protein-coding DNA, especially in humans.

One type of non-coding RNA has been known for more than 30 years. Embedded
in protein-coding genes are DNA sequences, called introns, that are transcribed into
RNA but are spliced out before the RNA leaves the nucleus. The remaining parts of
the RNA are spliced back together, exit the nucleus and are then translated into amino



acid sequences. The DNA sequences in protein-coding genes that are transcribed into
MRNA and translated into amino acid sequences are called exons. Exons usually con-
sist of only a few hundred base pairs, but introns vary widely in length, from 50 to
20,000 base pairs. Only exons are translated into amino acid sequences that make up
proteins. However, introns are not “junk.” In many cases they regulate the transcrip-
tion of the gene in which they reside, and in some cases they also regulate other genes.

Introns account for about a quarter of the human genome. An exciting recent
finding of great significance is that a farther quarter of the human genome pro-
duces non-coding RNA anywhere in the genome, not just near protein-coding
genes. One class of such non-coding RNA that has attracted much attention is called
microRNA, small RNAs 21 to 25 nucleotides in length capable of posttranscription-
ally regulating genes. Even though they are tiny, microRNAs play a big role in gene
regulation and exhibit tissue-specific expression and function. MicroRNAs have also
been shown to be responsive to environmental exposures, such as cigarette smoke
(Maccani et al,, 2010). The human genome is thought to encode over 1000 micro-
RNAs, capable of regulating up to 60 percent of protein-coding genes by binding to
(and thus posttranscriptionally silencing) target mRNA (Bentwich et al., 2005; Lim
et al., 2005). Moreover, microRNAs are likely to be just the tip of the iceberg of
non-coding RNA effects on gene regulation (Mendes Soares & Valcarcel, 2006). The
list of novel mechanisms by which non-coding RNA can regulate gene expression is
growing rapidly (Costa, 2005; Maccani & Marsit, 2009).

Epigenetics and non-coding RNA are recently discovered mechanisms that reg-
ulate gene expression. Figure 10.2 shows how regulation works more generally for

FIGURE 10.2 Transcription factors
can regulate protein-coding genes
by controlling mRNA transcription.
(a) A regulatory sequence normally
shuts down transcription of its gene;
(b) but when a particular transcrip-
tion factor binds to the regulatory
sequence, the gene is freed for tran-
scription. (c) One type of epigenetic
regulation involves DNA methylation
of cytosine residues in the gene's
promoter region; this can regulate
transcription by altering the microen-
vironment so that the transcription
factor cannot bind its regulatory
sequence, thereby reducing or halt-
ing transcription.



classical protein-coding genes. Many of these genes include regulatory sequences
that normally block the gene from being transcribed. If a particular molecule binds
with the regulatory sequence, it will free the gene for transcription. Figure 10.2 also
illustrates epigenetic regulation. Most gene regulation involves several mechanisms
that act like a committee voting on increases or decreases in transcription. That is,
several transcription factors act together to regulate the rate of specific mMRNA tran-
scription. Non-coding RNA transcripts can regulate the expression of other genes
without being translated into proteins. This regulation of gene expression by non-
coding RNA is primarily affected by altering the rate of transcription, but other fac-
tors include changes in the RNA transcript itself and the way the RNA transcript
interacts with its regulatory targets, which are often messenger RNA transcripts.
Rather than just looking at the expression of a few genes, researchers can now
use microarrays to assess the degree of expression of all genes in the genome si-
multaneously, including non-coding RNA (the transcriptome) and profiles of DNA
methylation of all coding genes in the genome (called the methylome or epigenome), as
described in the following section. The importance of microarrays for gene expres-
sion and methylome profiling for behavioral genetics lies in the fact that the epig-
enome and the transcriptome are the first steps in the correlation between genes and
behavior. Because gene expression and methylation are sensitive to the environment,
the transcriptome and epigenome could be useful as biomarkers of environmental
change (Petronis, 2010), including prenatal experiences (Zhang & Meaney, 2010) and
mother-infant interaction (Champagne & Curley, 2009; Meaney, 2010).

The Transcriptome: Gene Expression
throughout the Genome

As we just outlined, gene expression is the first step on any pathway from genes to be-
havior: A polymorphism in DNA can have an effect only when the gene is expressed.
Some genes, called housekeeping genes, are expressed at a steady rate in most of our
cells. Other genes are expressed as their product is needed in response to the envi-
ronment. For protein-coding genes, expression is most affected by altering the rate of
transcription initiation, but other factors that affect expression include alteration of
the RNA transcript, passage of the messenger RNA through the nuclear membrane,
protection or degradation of the RNA transcript in the cytoplasm, the rate of transla-
tion, and posttranslational modification of the protein.

Gene Expression Profiles: RNA Microarrays and
Sequence-Based Approaches

For both protein-coding and non-protein-coding DNA, gene expression can be
indexed by the number of RNA transcripts, which is the end result of the various
processes mentioned, not just the initial transcription process. In contrast to DNA,
which faithfully preserves the genetic code in all cells, at all ages, and at all times,



RNA degrades quickly and is tissue-specific, age-specific, and state-specific, as noted
above. Two of the key aims of “transcriptomics” are to catalog all types of transcripts,
including mRNA, non-coding RNA, and small RNAs, and to quantify their chang-
ing expression levels during development and under different conditions (Wang,
Gerstein, & Snyder, 2009). Various techniques have been developed to examine the
transcriptome or, in other words, to assess the expression of all genes in the genome
simultaneously, called gene expression profiling.

Specialized gene expression (RNA) microarrays have been designed that are
the same as the DNA microarrays described in Box 9.3 except that the probes in
RNA inicroarrays detect a particular sequence of RNA, rather than identifying a
particular SNP allele in a DNA sequence. In addition, the goal of RNA microar-
rays is to detect the quantity of each of the RNA transcripts; for this reason, each
probe is represented with many copies. In contrast, SNP probes detect the presence
or absence of SNP alleles; multiple probes for each allele are used only in order to
increase the accuracy of genotyping. RNA microarrays were originally limited to
probes for exons that assessed transcription of the 2 percent of the genome that in-
volves protein-coding genes. One of the most important developments in the recent
history of genetics is the ability to sequence an individual’s entire genome (Chapter
9). This development has also provided a new method for quantifying the transcrip-
tome by sequencing RNA (Wang et al,, 2009). RNA sequencing will undoubtedly
drive many exciting discoveries within the next few years. For example, RNA exome
sequencing, which involves sequencing only RNA transcribed from exomes, is being
widely used to identify rare mutations of large effect in the coding regions of genes
(Ng et al., 2010). However, similar to whole-genome sequencing (Chapter 9), the cost
of RNA sequencing in individuals remains quite high. Thus, until the costs decrease,
a combination of approaches is likely to be used, such as using sequencing data that
have detected al! possible polymorphisms in DNA and RNA to guide the creation of
custom microarrays that are much less expensive than sequencing.

Transcriptomics, including RNA microarrays and sequencing, makes it possible
to take snapshots of gene expression throughout the genome at different times (e.g.,
during development, or before and after interventions) and in different tissues (e.g., in
different brain regions). Scores of studies have investigated changes in gene expres-
sion profiling in response to drugs (Kreek, Zhou, Butelman, & Levran, 2009; Zhou,
Litvin, Piras, Pfaff, & Kreek, 2011) and between groups such as psychiatric cases and
controls (Torkamani, Dean, Schork, & Thomas, 2010). Gene expression profiling of
the brain is like structural genetic neuroimaging in that it can create an atlas of local-
ized patterns of gene expression throughout the brain. Because genetic neuroimaging
requires brain tissue, its use in the human species is limited to postmortem brains
and tissue samples removed during surgery, such as tumors (Kleinman et al., 2011;
Yamasaki et al., 2005), which raises questions about lack of control concerning gene
expression at the time of death (Konradi, 2005). For this reason, structural genetic
neuroimaging research has primarily been conducted in mice rather than humans.



Structural brain maps of gene expression are fundamental because genes can only
function if they are expressed. Currently, a comprehensive atlas of expression pro-
files of 20,000 genes in the adult mouse brain is publicly accessible online (Morris et
al., 2010; www.brain-map.org). The next goal is functional genetic neuroimaging—
studying changes in gene expression in the brain during development or following
interventions such as drugs or cognitive tasks. For example, research on mice is under
way that aims to create an atlas of profiles of gene expression throughout the brain
during learning and memory tasks in the Genes to Cognition research consortium
(Manakov, Grant, & Enright, 2009, www.genes2cognition.org,www.brain-map.org).
In 2011, BrainCloud was announced as the result of efforts to gain a global molecular
perspective on the role of the human genome in brain development, function, and
aging. Researchers used an extensive series of postmortem brains from fetal develop-
ment through aging to examine the timing and genetic control of transcription in the
human prefrontal cortex and discovered a wave of gene expression changes occurring
during fetal development that are reversed in early postnatal life (Colantuoni et al.,
2011, http://braincloud.jhmi.edu/).

Because of the practical and scientific limitations of using postmortem brain
tissue, RNA microarrays will be much more widely applicable to human research if
easily available tissue such as blood can be used for gene expression profiling. Some
similarities between expression in blood and brain have been reported (e.g., Tian et
al., 2009). Although gene expression profiling in the blood cannot be used to local-
ize patterns of gene expression in the brain, blood could be used to address some
important questions, most notably, gene expression profile differences as a function
of development or interventions. Rather than studying the expression of each gene
in isolation, researchers can use RNA microarrays and sequencing to study pro-
files of gene expression across the transcriptome, which leads to understanding the
coordination of gene expression throughout the genome (Ghazalpour et al., 2006;
Schadt, 2006).

Genetical Genomics

So far, we have discussed gene expression from a normative perspective rather than
considering individual differences. The field of gene expression has also considered
individual differences as well as their causes and consequences (Cobb et al., 2005;
Rockman & Kruglyak, 2006). Much research has been directed towrard treating gene
expression as a phenotypic trait and finding QTLs (called expression QTLs ox eQTLS)
associated with gene expression in mice (Schadt, 2006; Williams, 2006) and humans
(Morley et al.,, 2004). This field has been called geitetical genomics to emphasize the
links between the genome and the transcriptome (Jansen & Nap, 2001; Li & Bur-
meister, 2005; Petretto et al., 2006). These links have become explicit because recent
research using DNA microarrays (see Chapter 9) has begun to scan the genome for
SNP associations with genomewide gene expression assessed on RNA microarrays
(Skelly, Ronald, & Akey, 2009).
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Research on genomewide gene expression in rodents has profited from the
availability of inbred lines and especially recombinant inbred lines, which facilitate
both quantitative genetic and molecular genetic research (Chesler et al., 2005; Let-
win et al., 2006; Peirce et al., 2006) and provide access to brain tissue. However, for
rodent research as well as human research, although many eQTL associations have
been reported, most suffer from low power and few have been replicated (Skelly
et al., 2009). This is a repeat of the story told in Chapter 9 in which genetic effects
on complex traits, including individual differences in gene expression, appear to be
caused by many Q1 Ls of small effect size. As a result, very large samples will be
needed to attain adequate statistical power to detect reliable associations with gene
expression traits.

Gene Expression as a Biological Basis
for Environmental Influence

Genetical genomics attempts to identify the QTLs responsible for the genetic con-
tribution to individual differences in gene expression, but to what extent are these
individual differences genetic in origin? It cannot be assumed that individual differ-
ences in gene expression are highly heritable because gene expression has evolved
to be responsive to intracellular and extracellular environmental variation. Indeed,
quantitative genetic studies of human RNA transcript levels suggest that heritabil-
ities appear to be modest on average across the genome, which implies that most
of the variability in transcript levels is due to environmental factors (Cheung et al.,
2003; Correa & Cheung, 2004; iMcRae et al., 2007; Monks et al., 2004; Sharma et
al., 2005). Members of identical twin pairs become increasingly different in gene ex-
pression profiles throughout the life span (Fraga et al., 2005; Petronis, 2006; Zwijnen-
burg, Meijers-Heijboer, & Boomsma, 2010). Environmental factors involved in gene
expression are part of a rapidly expanding area of research. This was touched on
above in the description of epigenetics. It should be reiterated that gene expression
is a phenotype; indiv idual differences in expression itself or in epigenetic processes
that lead to individual differences in expression may be due to genetic differences
(Richards, 2006) or environmental differences. The transcriptome and methylome
(or epigenome) could serve as important biomarkers of environmental change be-
cause they were designed by evolution to be sensitive to the environment. Examples
of such environments include, but are not limited to, prenatal experiences, mother-
infant interaction, and exposure to trauma. This perspective could provide a bio-
logical foundation upon which to build an understanding of more complex levels of
environmental analysis typically studied in behavioral research. It could also have
far-reaching impact on translational research by providing biomarkers for differential
diagnosis and providing a biological basis for monitoring environmental interven-
tions such as drugs and other therapies (Li, Breitling, &Jansen, 2008).

As noted at the outset of this chapter, we cannot hope to provide a review of all
that is known about gene expression or the role of epigenetics in gene expression.



Of special interest in terms of pathways between genes and behavior is the extent
to which DNA associations with behavior are mediated by individual differences in
gene expression. In the following section, we will continue along the pathways be-
tween genes and behavior by considering the next level of analysis, the proteome.

O key concepts

Gene expression: Transcription of DNA into mRNA.

Epigenetics: DNA modifications that affect gene expression without changing the
DNA sequence that can be "inherited" when cells divide; can be involved in long-term
developmental changes in gene expression.

DNA methylation: An epigenetic process by which gene expression is inactivated by
the addition of a methyl group.

Non-coding RNA: RNA that is not translated into amino acid sequences.

Intron: DNA sequence within a gene that is transcribed into messenger RNA but
spliced out before the translation into protein. (Compare with EXOH.)

Exon: DNA sequence transcribed into messenger RNA and translated into protein.
(Compare with intron.)

MicroRNA: A class of non-coding RNA that involves 21 to 25 nucleotides that can
degrade or silence gene expression by binding with messenger RNA.

Gene expression profiling: Using microarrays to assess the expression of all genes in
the genome simultaneously.

Expression QTL (eQTL): When treating gene expression as a phenotype, QTLs can be
identified that account for genetic influence on gene expression.

Genetical genomics: Identifying genes throughout the genome that affect gene
expression.

The Proteome: Proteins Coded throughout
the Transcriptome

The proteome, which refers to the entire complement of proteins, brings an increase
in complexity for three reasons. First, there are many more proteins than genes, in
part because alternative splicing of genes can produce different messenger RNA
transcripts (Brett et al., 2002). Second, after amino acid sequences are translated from
messenger RNA, they undergo modifications, called posttranslational modifications, that
change their structure and thus change their function. Third, proteins do not work in
isolation; their function is affected by their interactions with other proteins as they
form protein complexes.

The proteome can be identified using gels in an electrical field (electrophoresis)
to separate proteins in one dimension on the basis of their charge and in a second di-
mension on the basis of their molecular weight, called two-dimensional gel electrophoresis.



The precision of identifying proteins has been greatly improved by the use of mass
spectrometry, which analyzes mass and charge at an atomic level (Aebersold & Mann,
2003). Based on these techniques, a proteome atlas of nearly 5000 proteins and 5000
protein complexes is available for the fruit fly (Giot et al, 2003); similar resources are
available for the hippocampus of the mouse (Poliak,John, Hoeger, & Lubec, 2006) and
the hippocampus of the rat (Fountoulakis, Tsangaris, Maris, & Lubec, 2005). As the mass
spectrometry techniques have been further developed using such techniques as surface-
enhanced laser desorption/ionization time-of-flight mass spectrometry (SELDI-TOF
MA), high-throughput characterization of proteomic samples has resulted in a wealth
of data from numerous biological samples related to medical and psychiatric conditions
(Liu, Gong, Cai, & Li, 2011; Xu, Wang, Song, Qiu, & Luo, 2011).

The relative quantity of each protein can also be estimated from these ap-
proaches. Individual differences in the quantity of a protein in a particular tissue
represent a protein trait that is analogous to the RNA transcript traits discussed in the
previous section. As with the transcriptome, the proteome needs to be considered as a
phenotype that can be attributed to genetic and environmental factors. Such protein
traits can be related to individual differences in behavior. For example, human stud-
ies using cerebrospinal fluid have yielded hundreds of differences in protein levels
and protein modifications in psychiatric disorders (Fountoulakis & Kossida, 2006).
Sophisticated approaches to proteomic characterization of specific brain regions im-
plicated in schizophrenia have also suggested differences that may influence behavior
(Matsumoto et al., 2011).

Historically, the transcriptome has been and still is the target of much more
genetic research than the proteome; however, the interest in the proteome is gain-
ing momentum.Just as the Human Genome Project revolutionized how biologically
driven research is performed, it seems only natural that there is now a systematic
effort under way to characterize the protein products of the human genome—the
Human Proteome Project (HUPO Views, 2010; Nilsson et al., 2010). The hope is that
this project will become a resource to help elucidate biological and molecular func-
tion and advance diagnosis and treatment of diseases.

As in research on the transcriptome, the mouse has been the focus of proteomic
work because of the availability of brain tissue. A pioneering study that examined
8767 proteins from the mouse brain as well as other tissues found that 1324 of these
proteins showed reliable differences in a large backcross (see Chapter 2) (Klose et
al., 2002). Of these proteins, 466 were mapped to chromosomal locations. Although
such linkages need to be replicated, the genetic results are interesting for two rea-
sons: Most proteins showred linkage to several regions, and the chromosomal positions
often differed from those of the genes that code for the proteins. These results sug-
gest that multiple genes affect protein traits. Another study on protein expression in
the hippocampus yielded similar results (Poliak, John, Schneider, Hoeger, & Lubec,
2006). As methods have become more efficient, they have been applied to human
studies of psychiatric and behavioral phenotypes (Benoit, Rowe, Menard, Sarret, &
Quirion, 2011; Filiou, Turck, & Martins-de-Souza, 2011; Focking et al., 2011).



The Brain

Each step along the pathways from genome to transcriptome to proteome involves
huge increases in complexity, but these pale in comparison to the complexity of the
brain. The brain has trillions of junctions between neurons (synapses) instead of bil-
lions of DNA base pairs, and hundreds of neurotransmitters, not just the four bases of
DNA. Although the three-dimensional structure of proteins and their interaction in
protein complexes contribute to the complexity of the proteome, this complexity is
nothing compared to the complexity of the three-dimensional structure and interac-
tions among neurons in the brain.

Neuroscience, the study of brain structure and function, is another extremely ac-
tive area of research. This section provides an overview of neurogenetics as it relates
to behavior. Because the brain is so central in the pathways between genes and behav-
ior, brain phenotypes are sometimes referred to as endophenotypes, as discussed in Box
10.2. In the remainder of the chapter, we will refer to areas of the brain depicted in
Figure 10.3 and to the structure of the neuron shown in Figure 10.4.

As mentioned earlier in this chapter, research on the transcriptome and pro-
teome has begun to build bridges to the brain by creating atlases of gene and protein
expression throughout the brain. Most of this research involves animal models be-
cause of the access to brain tissue in nonhuman animals. A huge advantage for neu-
rogenetic research in the human species is the availability of neuroimaging, which,
as discussed later, makes it possible to assess the structure and function of the human
brain. We begin, however, with one major area of neurogenetic research on behavior
that focuses on animal models, particularly the fruit fly Drosophila and the mouse:
learning and memory. The advantage of neurogenetic research with animal models is
the ability to use both natural and induced genetic mutations to dissect pathways be-
tween neurons and behavior. The second example of neurogenetic research involves
emotion in the human species, using neuroimaging.

FIGURE 10.3 Basic structures of the human brain



FIGURE 10.4 The neuron. Electrical impulses (action potentials) travel from one neuron to an-
other across a gap at the end of the axon known as a synapse. Action potentials release neurotrans-
mitters into the synaptic gap. The neurotransmitters bind to receptor sites on the receiving neuron.

BOX 10.2

he goal of behavioral genetics is

to understand pathways between

genes and behavior at all levels of
analysis. In addition, each level of analysis
warrants attention in its own right (see
Box 10.1). Using the brain level of analysis
as an example, there is much to learn
about the brain itself regardless of the
brain's relationship to genes or to behav-
ior. However, the focus of behavioral ge-
netics, and this chapter, is on the brain as
a pathway between genes and behavior.

Levels of analysis lower than behav-
ior itself are sometimes called endophe-
notypes, where endo means "inside."
The term intermediate phenotype has
also been used as a synonym for endo-
phenotype. It has been suggested that

these lower levels of analysis, such as the
brain level, might be more amenable to

genetic analysis than behavior (Bearden
& Freimer, 2006; Gottesman & Gould,
2003). In addition, lower-level processes,
such as neurotransmitter levels in the
brain, can be modeled more closely in
animals and humans than can behavior
itself (Gould & Gottesman, 2006). Spe-
cifically, it is hoped that genes will have
larger effects on lower levels of analysis
and will thus be easier to identify. Recent
genetic research on the brain neuroimag-
ing of phenotypes supports this hypoth-
esis (see text), for example, in research on
alcoholism (Hill, 2010). However, caution
iswarranted until these DNA associations
are replicated because genetic influences
are likely to be pleiotropic and polygenic
for brain traits as well as behavioral traits
(Kovas & Plomin, 2006). Moreover, a
meta-analysis of genetic associations



Q key concepts

Posttranslational modification: Chemical change to polypeptides (amino acid
sequences) after they have been translated from mRNA.

Electrophoresis: A method used to separate DNA fragments or proteins by size.
When an electrical charge is applied to DNA fragments or proteins in a gel, smaller
fragments travel farther.

Endophenotype: An "inside" or intermediate phenotype that does not involve overt
behavior.

Synapse: A junction between two nerve cells through which impulses pass by
diffusion of a neurotransmitter, such as dopamine or serotonin.

Learning and Memory

One important area of neurogenetic research has considered learning and memory, key
functions of the brain. Much of this research involves the fruit fly Drosophila. Drosophila
can indeed learn and remember, abilities that have been studied primarily in relation
to spatial learning and olfactory learning (Moressis, Friedrich, Pavlopoulos, Davis, &
Skoulakis, 2009; Skoulakis & Grammenoudi, 2006). Learning and memory in Drosophila

reported for endophenotypes concluded
that genetic effect sizes are no greater for
endophenotypes than for other pheno-
types (Flint & Munafo, 2007). In addition,
recent work suggests that careful atten-
tion should be paid to claims of causality,
measurement error, and environmental
factors that can influence both the
endophenotype and the final outcome
(Kendler & Neale, 2010).

Although less complex than behav-
ioral traits, brain traits are nonetheless
very complex, and complex traits are gen-
erally influenced by many genes of small
effect (see Chapter 9). Indeed, the most
basic level of analysis, gene expression,
appears to show influence by many genes
of small effect as well as substantial
influence by the environment. One might
think that lower levels of analysis are

more heritable, but this does not seem to
be the case. Using gene expression again
as an example because it is the most basic
level of analysis, individual differences in
transcript levels across the genome do
not appear to be highly heritable.
Another issue is that the goal of
behavioral genetics is to understand
pathways among genes, brain, and
behavior. Genes found to be associated
with brain phenotypes are important in
terms of the brain level of analysis, but
their usefulness for behavioral genet-
ics depends on their relationship with
behavior (Rasetti & Weinberger, 2011).
In other words, when genes are found to
be associated with brain traits, the extent
to which the genes are associated with
behavioral traits needs to be assessed
rather than assumed.



constitute one of the first areas to connect the dots among genes, brain, and behavior
(Davis, 2011; Margulies, Tully, & Dubnau, 2005; McGuire, Deshazer, & Davis, 2005).
For example, in studies of chemically created mutations in Drosophila melanogaster, inves-
tigators have identified dozens of genes that, when mutated, disrupt learning (Waddell
& Quinn, 2001). A model of memory has been built by using these mutations to dissect
memory processes. Beginning with dozens of mutations that affect overall learning and
memory, investigators found, on closer examination, that some mutations (such as dunce
and rutabaga) disrupt early memory processing, called short-term memory (STM). In
humans, this is the memory storage system you use when you want to remember a tele-
phone number temporarily. Although STM is diminished in these mutant flies, later
phases of memory consolidation, such as long-term memory (LTM), are normal. Other
mutations affect LTM but do not affect STM. Genes identified as necessary for learn-
ing in Drosophila also appear to be important in mammals (Davis, 2005).

Neurogenetic research is now attempting to identify the brain mechanisms by
which these genes have their effect. Several ofthe mutations from mutational screening
were found to affect a fundamental signaling pathway in the cell involving cyclic AMP
(cAMP). Dunce, for example, blocks an early step in the learning process by degrad-
ing CAMP prematurely. Normally, cAMP stimulates a cascade of neuronal changes
including production of a protein kinase that regulates a gene called cAMP-responsive
element (CRE). CRE is thought to be involved in stabilizing memory by changing the
expression of a system of genes that can alter the strength of the synaptic connection
between neurons, called synapticplasticity, which has been the focus of research in mice
(see below). In terms of brain regions, a major target for research in Drosophila has been
a type of neuron, called a mushroom body neuron, that appears to be the major site of
olfactory learning in insects (Busto, Cervantes-Sandoval, & Davis, 2010; Heisenberg,
2003), although many other neurons are also involved (Davis, 2011). Pairing shock
with olfactory cues triggers a complex series of signals that results in a cascade of
expression of different genes. These changes in gene expression produce long-lasting
functional and structural changes in the synapse (Liu & Davis, 2006).

Learning and memory also constitute an intense area of research activity in the
mouse. However, rather than relying on randomly created mutations, neurogenetic
research on learning and memory in the mouse uses targeted mutations. It also fo-
cuses on one area of the brain called the hippocampus (see Figure 10.3), which has
been shown in studies of human brain damage to be crucially involved in memory.
In 1992, one of the first gene targeting experiments for behavior was reported (Silva,
Paylor, Wehner, & Tonegwa, 1992). Investigators knocked out a gene (a-CaMKII)
that normally codes for the protein a-Ca2+-calmodulin kinase I, which is expressed
postnatally in the hippocampus and other forebrain areas critical for learning and
memory. Mutant mice homozygous for the knock-out gene learned a spatial task
significantly more poorly than control mice did, although otherwise their behavior
seemed normal. A spatial memory task used in most of the research of this type is a
water maze. In studies using this task, various mutant and control mice are trained to



escape from a large pool of opaque water by finding a platform hidden just beneath
the water’s surface (Figure 10.5).

In the 1990s, there was an explosion of research using targeted mutations in the
mouse to study learning and memory (Mayford & Kandel, 1999), with 22 knock-out
mutations shown to affect learning and memory in mice (Wahlsten, 1999). Many of
these targeted mutations involve changes in the strength of connections across the
synapse and have been the topic of more than 10,000 papers, with 500 papers focused
on the genetics of synaptic plasticity. Memories are made of long-term synaptic
changes, called long-term potentiation (Lynch, 2004). The idea that information is stored
in neural circuits by changing synaptic links between neurons was first proposed in
1949 (Hebb, 1949).

Although genes drive long-term potentiation, understanding how this occurs is
not going to be easy because each synapse is affected by more than a thousand protein
components. The a-CaMKI11 gene, mentioned earlier in relation to the first reported
knock-out study of learning and memory, activates C7?£-encoded expression of a
protein called CRE-binding protein (CREB), which affects long-term but not short-
term memory (Silva, Kogan, Frankland, & Kida, 1998). CREB expression is a criti-
cal step in cellular changes in the mouse synapse, as it is in Drosophila. In Drosophila,
another gene that activates CREB was the target of a conditional knock-out that can
be turned on and off as a function of temperature. These changes in CREB expres-
sion were shown to correspond to changes in long-term memory (Yin, Delvecchio,
Zhou, & Tully, 1995). A complete knock-out of CREB in mice is lethal, but deletions

» FIGURE 10.5 The Morris water maze is frequently used in neurogenetic research on spatial
memory. A mouse escapes the water by using spatial cues to find a submerged platform. Shown
in these diagrams are swim paths to a platform (upper left quadrant) in the Morris water maze.
The mouse istrained to know the location of a submerged invisible platform. The animal usually
navigates by using distal room clues such as doors and posters on the walls, but it can also be
given more proximal cues to control for orientation, (a) The trained animal is tested on its ef-
ficiency in finding the platform (time, path length, erroneous entries into the wrong quadrants),
(b) The submerged platform is removed, and the time the trained animal spends searching in the

correct quadrant is assessed.



that substantially reduce CREB have also been shown to impair long-term memory
(Mayford & Kandel, 1999).

A receptor involved in neurotransmission via the basic excitatory neurotransmit-
ter glutamate plays an important role in long-term potentiation and other behaviors
in mice as well as humans (Newcomer & Krystal, 2001). The N-methyl-D-aspartate
(NMDA) receptor serves as a switch for memory formation by detecting coincident
firing of different neurons; it affects the cAMP system among others. Overexpress-
ing one particular NMDA gene (NMDA receptor 2B) enhanced learning and memory
in various tasks in mice (Tang et al., 1999). A conditional knock-out was used to limit
the mutation to a particular area of the brain—in this case, the forebrain. Normally,
expression of this gene has slowed down by adulthood; this pattern of expression
may contribute to decreased memory in adults. In this research, the gene was altered
so that it continued to be expressed in adulthood, resulting in enhanced learning
and memory. However, this particular NMDA gene is part of a protein complex (N-
methyl-D-aspartate receptor complex) that involves 185 proteins; mutations in many
of the genes responsible for this protein complex are associated with behavior in mice
and humans (Grant, Marshall, Page, Cumiskey, & Armstrong, 2005).

Targeted mutations indicate the complexity of brain systems for learning and
memory. For example, none of the genes and signaling molecules in flies and mice
found to be involved in learning and memory are specific to learning processes. They
are involved in many basic cell functions, a finding that raises the question of whether
they merely modulate the cellular background in which memories are encoded (May-
ford & Kandel, 1999). It seems likely that learning involves a network of interacting
brain systems. Another example of complexity can be seen in work on the gene for the
dunce mutant in Drosophila. When it was altered by disabling various combinations of
its five DNA start sites for transcription, the investigators found that each combina-
tion has different effects on learning and memory processes (Dubnau & Tully, 1998).

Chemical-induced and targeted mutations in Drosophila and mice have shown
that long-term potentiation of the synapse is a necessary facet of learning and mem-
ory, although other processes are also important (Mayford & Kandel, 1999). The
number of papers using mutations to study learning and memory has declined re-
cently, in part due to the problems with gene targeting described in Chapter 6 and in
part due to the increased use in research of pharmacological and neural interventions
rather than genetic interventions. Relatively little neurogenetic research has as yet
been conducted on normal variation in learning and memory.

Emotion

In the human species, the structure and function of brain regions can be assessed
using noninvasive neuroimaging techniques. There are many ways to scan the brain,
each with a different pattern of strengths and weaknesses. As one example, brain
structures can be seen clearly using magnetic resonance imaging (MR1) (Figure 10.6).
Functional MRI (fMRI) is able to visualize changing blood flow in the brain, which
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FIGURE 10.6 Magnetic resonance imaging
(MRI) scan of the human brain.

is associated with neural activity. The spatial resolution of fVIRI is good, about two
millimeters, but its temporal resolution is limited to events that take place over sev-
eral seconds. Electroencephalography (EEG), using electrodes placed on the scalp,
measures voltage differences across the brain that index electrical activity. It provides
excellent temporal resolution (less than one millisecond), but its spatial resolution is
very poor because it averages activity across adjacent regions on the brain’s surface. It
is possible to combine the spatial strength of fMRI and the temporal strength of EEG
(Debener, Ullsperger, Siegel, & Engel, 2006), which can also be accomplished using a
different technology, magnetoencephalography (MEG; loannides, 2006).

Neuroimaging is now often used in genetic research. For example, the IMAGEN
study was announced as the first multicenter genetic neuroimaging study aimed at
identifying the genetic and neurobiological basis of individual variability in impul-
sivity, reinforcer sensitivity and emotional reactivity, and how these affect the devel-
opment of psychiatric disorders (Schumann et al., 2010). Several twin studies using
structural neuroimaging have shown that individual differences in the volume of
many brain regions are highly heritable and correlated with general cognitive abil-
ity (Posthuma et al.,, 2002; Thompson et al., 2001; Wallace et al., 2006) and may also
reflect genetic vulnerability for psychopathic traits (Rijsdijsk et al., 2010). Twin data
have recently been used to develop the first brain atlas of human cortical surface area
based solely on genetically informative data (Chen et al.,, 2012). This atlas, shown in
Figure 10.7, was created, in part, by using genetic correlations estimated from twin
data between different points on the cortical surface. These genetic correlations rep-
resent shared genetic influences between cortical regions (Chen et al., 2012).

Candidate gene studies have also begun to report associations with several types
of brain function (Mattay & Goldberg, 2004; Winterer, Hariri, Goldman, & Wein-
berger, 2005). Although much neuroimaging research investigates human learning
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FIGURE 10.7 Brain atlas of human cortical surface area (left and right hemispheres) hased
solely on genetically informative data. (Adapted from Chen et al.,, 2012.) Map of twelve genetic
clusters of the human cortical surface: 1, motor-premotor cortex; 2, dorsolateral prefrontal
cortex; 3, dorsomedial frontal cortex; 4, orbitofrontal cortex; 5, pars opercularis and subcentral
region; 6, superior temporal cortex; 7, posterolateral temporal cortex; 8, anteromedial temporal
cortex, 9, inferior parietal cortex; 10, superior parietal cortex, 11, precuneus; and 12, occipital
cortex. These genetic clusters tend to correspond to traditional cortical structures. (Reprinted by
permission from Macmillan Publishers Ltd: Science, 335, 1634-1636. ©2011.)

and memory, recent attention in neurogenetics has turned to emotion (LeDoux,
2000), especially the role of the amygdala (see Figure 10.3) (Phelps & LeDoux, 2005).
For example, a highly cited paper reported that a serotonin transporter gene poly-
morphism (5-HTTLPR) is associated with amygdala neuronal activity in response to
threat-related stimuli (looking at angry and fearful faces) as assessed by fMRI (Hariri
et al., 2002). This finding has been replicated in several studies, has also received sup-
port from mouse knock-out research (Hariri & Holmes, 2006), and is likely to have
general behavioral implications in terms of how we react to environmental stress
(Hariri et al., 2005). Recent work using various neuroimaging techniques confirms the
roles of serotonin, dopamine, norepinephrine, endocannabinoids, and steroid hor-
mones in the responsiveness of the amygdala (Hariri & Whalen, 2011).

Summary

As genes associated with behavior are identified, genetic research will switch from
finding genes to using genes to understand the pathways from genes to behavior, that
is, the mechanisms by which genes affect behavior. Three general levels of analysis
between genes and behavior are the transcriptome (gene expression throughout the
genome), the proteome (protein expression throughout the transcriptome), and the
brain. RNA sequencing and RNA microarrays make it possible to study the expres-
sion of all genes in the genome across the brain, across development, across states,
and across individuals. All pathways between genes and behavior travel through the
brain, as can be glimpsed in neurogenetic research on learning and memory and on
emotion.



Cognitive Disabilities

n an increasingly technological world, cognitive disabilities are important liabili-

ties. More is known about genetic causes of cognitive disabilities than about any

other area of behavioral genetics. Many single genes and chromosomal abnormalities
that contribute to general cognitive disability are known. Although most of these are
rare, together they account for a substantial amount of cognitive disability, especially
severe disability, which is often defined as intelligence quotient (1Q) scores below
50. (The average 1QJn the population is 100, with a standard deviation of 15, which
means that about 95 percent of the population have 1Q”scores between 70 and 130.)
Less is known about mild cognitive disability (IQs from 50 to 70), even though it is
much more common. Specific types of cognitive disabilities, especially reading dis-
ability and dementia, are the foci of current research because genes linked to these
disabilities have been identified.

The American Psychiatric Association’s Diagnosticand Statistical Manual o fMental
Disorders-IV (DSM-1V, due to be revised in 2013 as DSM-5), which is consistent with
the International Classification of Diseases-10 (ICD-10), refers to general cognitive dis-
ability as mental retardation. For example, DSM-1V defines mental retardation in terms
of subaverage intellectual functioning, onset before age 18, and related limitations
in adaptive skills. However, the term mental retardation is now considered pejorative,
as are many other terms such as developmental delay, developmental disability, intellectual
disability, and learning disability. We will use the term general cognitive disability when
referring to low 1Q”and specific cognitive disability when referring to specific learning
disabilities such as those in reading or mathematics. Four levels of general cognitive
disability are considered: mild (1Q”"50 to 70), moderate (IQ"35 to 50), severe (1Q"20
to 35), and profound (1Q”below 20). About 85 percent of all individuals with 1Qs
below 70 are classified as mild, most of whom can live independently and hold a job.
Individuals with 1Qs from 35 to 50 usually have good self-care skills and can carry
on simple conversations. Although they generally do not live independently and in
the past were usually institutionalized, today they often live in the community in



special residences or with their families. People with 1Qs from 20 to 35 can learn
some self-care skills and understand language, but they have trouble speaking and
require considerable supervision. Individuals with 1Qs below 20 may understand a
simple communication but usually cannot speak; they remain institutionalized.

General Cognitive Disability:
Quantitative Genetics

In the behavioral sciences, it is now widely accepted that genetics substantially influ-
ences general cognitive ability; this beliefis based on evidence presented in Chapter 12.
Although one might expect that low 1Q_scores are also due to genetic factors, this con-
clusion does not necessarily follow. For example, cognitive disability can be caused by
environmental trauma, such as birth problems, nutritional deficiencies, or head injuries.
Given the importance of cognitive disability, it is surprising that no twin or adoption
studies of moderate or severe cognitive disability have been reported. Nonetheless, one
sibling study suggests that moderate and severe cognitive disability may be due largely
to nonheritable factors. In a study of over 17,000 white children, 0.5 percent were mod-
erately to severely disabled (Nichols, 1984). As shown in Figure 11.1, the siblings of
these children showed no cognitive disability. The siblings’ average 1Q"was 103, with a
range of 85 to 125. In other words, moderate to severe cognitive disability show'ed no
familial resemblance, a finding supported by more recent studies (Collins, Marvelle,
& Stevenson, 2011). As discussed later, there are many single-gene causes of cognitive
disability that are inherited from generation to generation; however, these are so rare
that they may not appear even in large samples that have not been selected for severe
disability. Although most moderate and severe cognitive disability may not be inherited
from generation to generation, it can be caused by noninherited DNA events, such as
new gene mutations and new chromosomal abnormalities, as discussed in the following
sections, as well as by environmental events.

In contrast, siblings of mildly disabled children tend to have lower than average
1Q”scores (see Figure 11.1), as would be expected for an inherited trait. The aver-
age 1Q"or these siblings of mildly disabled children (1.2 percent of the sample were
mildly disabled) was only 85. A similar result was found in the largest family study of
mild cognitive disability, which considered 80,000 relatives of 289 mentally disabled
individuals (Reed & Reed, 1965). This family study showred that mild mental dis-
ability is very strongly familial. If one parent is mildly disabled, the risk for cognitive
disability in the children is about 20 percent. If both parents are mildly disabled, the
risk is nearly 50 percent.

Although mild cognitive disability runs in families, it could do so for reasons of
nurture rather than nature. Twin and adoption studies of mild cognitive disability are
needed to disentangle the relative roles of nature and nurture. Twin studies of large un-
selected samples of twins have been used to investigate the origins of low 1Qjn infancy
(Petrill et al., 1997), in childhood (Spinath, Harlaar, Ronald, & Plomin, 2004), and in
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FIGURE 11.1 Siblings of children with mild cognitive disability tend to have lower than average
IQs. In contrast, siblings of severely disabled children tend to have normal IQs. These trends sug-

gest that mild disability is familial but severe disability is not. (From Nichols, 1984.)

adults (Saudino, Plomin, Pedersen, & McClearn, 1994). These studies found that low
1Q _is at least as heritable as 1Qjn the normal range, suggesting that heritable factors
might contribute to the familial resemblance found for mild cognitive disability.

General Cognitive Disability: Single-Gene
Disorders

The classic single-gene cause of severe cognitive disability is PKU, discussed in
Chapter 2; a newer discovery is fragile X, mentioned in Chapter 3. We will first dis-
cuss these two single-gene disorders, which are known for their effect on cognitive
disability, as well as Rett syndrome, a common cause of cognitive disability in females.

Until recently, much of what was known about these disorders, as well as the chro-
mosomal disorders described in the next section, came from studies of patients in in-
stitutions. These earlier studies painted a gloomy picture. But more recent systematic
surveys of entire populations show a wide range of individual differences, including
individuals whose cognitive functioning is in the normal range. These genetic disorders
shift the Redistribution downward, but a wide range of individual differences remains.

Phenylketonuria

The most well known inherited form of moderate cognitive disability is phenylke-
tonuria (PKU), which occurs in about 1in 10,000 births, although its frequency var-
ies widely from a high of 1in 5000 in Ireland to a low of 1in 100,000 in Finland. In



the untreated condition, I(“scores are often below 50, although the range includes
some near-normal 1Qs. As mentioned in Chapter 2, PKU is a single-gene recessive
disorder that previously accounted for about | percent of mildly disabled individuals
in institutions. PKU is the best example of the usefulness of finding genes related to
behavior. Knowledge that PKU is caused by a single gene led to an understanding
of how the genetic defect causes cognitive disability. Mutations in the gene (PAH)
that produces the enzyme phenylalanine hydroxylase lead to an enzyme that does
not work properly, that is, one that is less efficient in breaking down phenylalanine.
Phenylalanine comes from food, especially red meats; if it cannot be broken down
properly, it builds up and damages the developing brain.

Although PKU is inherited as a simple single-gene recessive disorder, the molec-
ular genetics of PKU is not so simple (Scriver & Waters, 1999). The PAHgene, which
is on chromosome 12, shows more than 500 different disease-causing mutations, some
of which cause milder forms of cognitive disability (Mitchell, Trakadis, & Scriver,
2011). Similar findings have emerged for many classic single-gene disorders. Differ-
ent mutations can do different things to the gene’s product, and this variability makes
understanding the disease process more difficult. It also makes DNA diagnosis more
difficult, although DNA sequencing can identify any mutation. A mouse model of a
mutation in the PAHgene shows similar phenotypic effects and has been widely used
to investigate effects on brain and behavioral development (Martynyuk, van Spron-
sen, & Van der Zee, 2010).

To allay fears about how genetic information will be used, it is important to
note that knowledge about the single-gene cause of PKU did not lead to sterilization
programs or genetic engineering. Instead, an environmental intervention—a diet low
in phenylalanine—successfully prevented the development of cognitive disability.
Widespread screening at birth for this genetic effect began in 1961, a program dem-
onstrating that genetic screening can be accepted when a relatively simple interven-
tion is available (Guthrie, 1996). However, despite screening and intervention, PKU
individuals still tend to have a slightly lower 1Q, especially when the low' phenyl-
alanine diet has not been strictly followed (Brumm & Grant, 2010). It is generally
recommended that the diet be maintained as long as possible, at least through ado-
lescence. PKU women must return to a strict low-phenylalanine diet before becom-
ing pregnant to prevent their high levels of phenylalanine from damaging the fetus
(Mitchell et al., 2011).

Fragile X Syndrome

As mentioned in Chapters 1 and 3, fragile X syndrome is the second most common
cause of cognitive disability after Down syndrome and the most common inherited
form. It is twice as common in males as in females. The frequency of fragile X is usu-
ally given as 1in 5000 males and 1in 10,000 females (Rooms & Kooy, 2011). At least 2
percent of the male residents of schools for cognitively disabled persons have fragile
X syndrome. Most fragile X males are moderately disabled, but many are only mildly



disabled and some have normal intelligence. Only about one-half of girls with fragile X
are affected because one of the two X chromosomes for girls inactivates, as mentioned
in Chapter 4. Although fragile X syndrome is a major source of the greater incidence of
cognitive disability in boys, more than 90 other genes on the X chromosome have been
implicated in cognitive disability (Gecz, Shoubridge, & Corbett, 2009).

For fragile X males, 1Qjieclines after childhood. In addition to lowered 1Q" about
three-quarters of fragile X males show large, often protruding, ears and a long face
with a prominent jaw. They also often show unusual behaviors such as odd speech,
poor eye contact (gaze aversion), and flapping movements of the hands. Language dif-
ficulties range from an absence of speech to mild communication difficulties. Often
observed is a speech pattern called “cluttering,” in which talk is fast, with occasional
garbled, repetitive, and disorganized speech. Spatial ability tends to be affected more
than verbal ability. Comprehension of language is often better than expression and
better than expected on the basis of an average 1Q”of about 70. Parents frequently
report overactivity, impulsivity, and inattention.

Until the gene for fragile X was found in 1991, the disorder’s inheritance was
puzzling (Verkerk et al., 1991). It did not conform to a simple X-linkage pattern
because its risk increased across generations. Fragile X syndrome is caused by an ex-
panded triplet repeat (CGG) on the X chromosome (X”27.3). The disorder is called
fragile X because the many repeats cause the chromosome to be fragile at that point
and to break during laboratory preparation of chromosomes. The disorder is now
diagnosed on the basis of DNA sequence. As mentioned in Chapter 3, parents who
inherit X chromosomes with a normal number of repeats (6 to 40 repeats) can pro-
duce eggs or sperm with an expanded number of repeats (up to 200 repeats), called
apremutation. This premutation does not cause cognitive disability in their offspring,
but it is unstable and often leads to much greater expansions (more than 200 repeats)
in later generations, especially when the premutated X chromosome is inherited
through the mother. The risk that a premutation will expand to a full mutation in-
creases over four generations from 5 to 50 percent, although it is not yet possible to
predict when a premutation will expand to a full mutation. The mechanism by which
expansion occurs is not known. The full mutation causes fragile X in almost all males
but in only half of the females. Females are mosaics for fragile X in the sense that
one X chromosome is inactivated, so some cells will have the full mutation and oth-
ers will be normal (Willemsen, Levenga, & Oostra, 2011). As a result, females with
the full mutation have much more variable symptoms. The triplet repeat is in an
untranslated region at the beginning of a gene (fragile X mental retardation-1, FMR1)
that, when expanded to a full mutation, prevents that gene from being transcribed.
The mechanism by which the full mutation prevents transcription is DNA methylation,
a developmental mechanism for genetic regulation, as discussed in Chapter 10. DNA
methylation prevents transcription by binding a methyl group to DNA, usually at
CG repeat sites. The full mutation for fragile X, with its hundreds of CGG repeats,
causes hypermethylation and thus shuts down transcription of the FMR1 gene. The



gene’s protein product (FMRP) binds RNA, which means that the gene product
regulates expression of other genes. FMRP facilitates translation of hundreds of
neuronal RNAs; thus, the absence of FMRP causes diverse problems. Research on
fragile X is moving rapidly from molecular genetics to neurobiology. Researchers
hope that, once the functions of FMRP are understood, it can be artificially sup-
plied. In addition, methods for identifying carriers of premutations have improved;
these screening tests will help people carrying premutations to avoid producing
children who have a larger expansion and therefore suffer from fragile X syndrome
(Rooms & Kooy, 2011).

Rett Syndrome

Rett syndrome is the most common single-gene cause of general cognitive disability
in females (1 in 10,000) (Neul et al., 2010). The disorder shows few effects in infancy,
although the head, hands, and feet are slow to grow. Cognitive development is nor-
mal during infancy but, by school age, girls w'ith Rett syndrome are generally unable
to talk and about half are unable to walk, with an average 1Q”of about 55 (Neul et
al., 2010). Women with Rett syndrome seldom live beyond age 60, and are prone to
seizures and gastrointestinal disorders. This single-gene disorder was mapped to the
long arm of the X chromosome (X”28) and then to a specific gene (MECP2, which en-
codes methyl-CpG-binding protein-2) (Amir et al., 1999). MECP2 is a gene involved
in the methylation process that silences other genes during development and thus has
diffuse effects throughout the brain (Bienvenu & Chelly, 2006; Samaco & Neul, 2011).
The effects are variable in females because of random X-chromosome inactivation in
females (see Chapter 4). Males with MECP2 mutations usually die before or shortly
after birth.

Other Single-Gene Disorders

The average IQ"scores of individuals with the most common single-gene causes of
general cognitive disability are summarized in Figure 11.2. It should be remembered,
however, that the range of cognitive functioning is very wide for these disorders. The
defective allele shifts the Redistribution downward, but a wide range of individual 1Qs
remains. More than 250 other single-gene disorders, whose primary defect is something
other than cognitive disability, also show effects on 1Q”(Inlow & Restifo, 2004; Ray-
mond, 2010). Three of the most common disorders are Duchenne muscular dystrophy,
Lesch-Nyhan syndrome, and neurofibromatosis. Duchenne muscular dystrophy is a
disorder of muscle tissue caused by a recessive gene on the X chromosome that occurs
in 1in 3500 males and usually leads to death by age 20. The average 1Q of males with
the disorder is 85, although it is not known how the gene affects the brain (D’Angelo et
al., 2011). Lesch-Nyhan syndrome is another rare X-linked recessive disorder, with an
incidence of about 1in 20,000 male births; many medical problems occur that lead to
death before age 30. The most striking feature of this disorder is compulsive self-inju-
rious behavior, reported in over 85 percent of cases (Anderson & Frnst, 1994). In terms
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FIGURE 11.2 Single-gene causes of general cognitive disability: phenylketonuria (PKU), Rett
syndrome (RS), fragile X syndrome (FRX), Lesch-Nyhan syndrome (LNS), Duchenne muscular dys-
trophy (DMD), and neurofibromatosis type 1 (NF1). Despite the lower average IQs, a wide range
of cognitive functioning is found.

of cognitive disability, most individuals have moderate or severe learning difficulties,
and speech is usually impaired, although memory for both recent and past events ap-
pears to be unaffected. Neurofibromatosis type 1is caused by a single dominant allele
that is surprisingly common (about 1in 3000 births) for a dominant allele, which may
be related to the fact that most individuals with neurofibromatosis survive until middle
age, after the reproductive years. Although the disorder is known for skin rumors and
tumors in nerve tissue, the majority of affected individuals also have learning difficul-
ties, with an average 1Q"of about 85 (Shilyansky, Lee, & Silva, 2010).

Many cases of severe cognitive disability are not familial, as suggested by the
sibling study noted earlier (Nichols, 1984). Nonetheless, recent DNA sequencing re-
search is discovering many new noninherited (called de novo) dominant mutations
responsible for such sporadic cases (Topper, Ober, & Das, 2011). For example, in a se-
quencing study of 10 children with severe cognitive disability whose parents were un-
affected, likely causal mutations were identified for six of the children in six different
genes (Vissers et al., 2010). Although more research is needed to prove the causal role
of these mutations, sequencing promises to be a powerful approach for identifying
de novo mutations for the large number of sporadic cases of severe cognitive ability.

1here are hundreds of such rare single-gene disorders; however, together they
account for only a small portion of cognitive disability. Most cognitive disability is
mild; it represents the low end of the normal distribution of general cognitive ability
and is caused by many genes of small effect as well as multiple environmental factors,
as discussed in the next chapter.



General Cognitive Disability: Chromosomal
Abnormalities

DNA not only affects general cognitive ability at the level of single genes, as de-
scribed in the previous section. It also has effects at the level of the addition or dele-
tion of an entire chromosome and everything in between, including insertions and
deletions of large and small parts of chromosomes. The visual analysis of chromo-
somes themselves is being replaced by DNA sequencing, which can detect insertions
and deletions down to the level of asingle nucleotide (Ostrer, 2011). In general, inser-
tions and deletions of DNA, big or small, are detrimental to cognitive development.

This section on chromosomal abnormalities begins with descriptions of the
classic whole-chromosome abnormalities that affect cognitive development: Down
syndrome and chromosomal abnormalities involving the X chromosome. Chromo-
somes and chromosomal abnormalities, such as nondisjunction, which causes Down
syndrome, and the special case of abnormalities involving the X chromosome, were

introduced in Chapters 3 and 4.

Down Syndrome
As described in Chapter 3, Down syndrome is caused by atrisomy of chromosome 21
(Roizen & Patterson, 2003). It was one of the first identified genetic disorders, and its
150-year history parallels the history of genetic research (Patterson & Costa, 2005). It
is the single most important cause of general cognitive disability and occurs in about
1in 1000 births. It is so common that its general features are probably familiar to ev-
eryone (Figure 11.3). Although more than 300 abnormal features have been reported
for Down syndrome children, a handful of specific physical disorders are diagnos-
tic because they occur so frequently. These features include increased neck tissue,
muscle weakness, speckled iris of the eye, open mouth, and protruding tongue. Some
symptoms, such as increased neck tissue, become less prominent as the child grows.
Other symptoms, such as cognitive disability and short stature, are noted only as the
child grows. About two-thirds of affected individuals have hearing deficits, and one-
third have heart defects, leading to an average life span of 50 years. As first noted by
Langdon Down, who identified the disorder in 1866, children with Down syndrome
appear to be obstinate but otherwise generally amiable.

The most striking feature of Down syndrome is general cognitive disability (Lott
& Dierssen, 2010). As is the case for all single-gene and chromosomal effects on gen-
eral cognitive ability, affected individuals show a wide range of 1Qs. The average
1Q”~among children with Down syndrome is 55, with only the top 10 percent falling
within the lower end of the normal range of 1Qs. By adolescence, language skills are
generally at about the level of a 3-year-old child. Most individuals with Down syn-
drome who reach the age of 45 suffer from the cognitive decline of dementia, which
was an early clue suggesting that a gene related to dementia might be on chromosome
21 (see later).
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FIGURE 11.3 Three-year-old girl with
Down syndrome.

In Chapter 3, Down syndrome was used as an example of an exception to
Mendel’s laws because it does not run in families. Because individuals with Down
syndrome do not reproduce, most cases are created anew each generation by non-
disjunction of chromosome 21, which is analogous to de novo mutations that are not
inherited. Another important feature of Down syndrome is that it occurs much more
often in women giving birth later in life, for reasons explained in Chapter 3.

Advances in genetics have stimulated a resurgence of research on Down syn-
drome with the hope of ameliorating at least some of its symptoms (Lana-Elola,
Watson-Scales, Fisher, & Tvbulewicz, 2011). The fundamental problem is that be-
cause there are three copies of chromosome 21, its several hundred genes are over-
expressed. Mouse models have played an important role in understanding and im-
proving cognitive deficits in Down syndrome (Das & Reeves, 2011).

Sex Chromosome Abnormalities

Extra X chromosomes also cause cognitive disabilities, although the effect is highly
variable, which is the reason why many cases remain undiagnosed (Lanfranco, Ka-
mischke, Zitzmann, & Nieschlag, 2004). In males, an extra X chromosome causes
XXY male syndrome, often called Klinefelter syndrome. As indicated in Chapter 4,



even though X is a large chromosome with many genes, extra X chromosomes are
largely inactivated, as happens with normal females, who have two X chromosomes;
however, some genes on the extra X chromosome escape inactivation in XXY males
(Tuttelmann & Gromoll, 2010). XXY male syndrome is the most common chromo-
somal abnormality in males, occurring in about | in 500 male births. The major prob-
lems involve low testosterone levels after adolescence, leading to infertility, small
testes, and breast development. Early detection and hormonal therapy are impor-
tant to alleviate the condition, although infertility remains (Simm & Zacharin, 2006).
Males with XXY male syndrome also have a somewhat lower than average 1Q; most
have speech and language problems as well as poor school performance (Mandoki,
Sumner, Hoffman, & Riconda, 1991).

In females, extra X chromosomes (called triple X syndrome) cause the most com-
mon whole-chromosome abnormality, occurring in about | in 1000 female births.
Females with triple X show an average 1Q”of about 85, lower than for XXY males
(Tartaglia, Howell, Sutherland, Wilson, & Wilson, 2010). Unlike XXY males, XXX
females have normal sexual development and are able to conceive children; they
have so few problems that they are rarely detected clinically. Their scores on verbal
tests (such as on vocabulary) are lower than their scores on nonverbal tests (such as
puzzles), and many require speech therapy (Bishop et al., 2011). For both XXY and
XXX individuals, head circumference at birth is smaller than average, a feature sug-
gesting that the cognitive deficits may be prenatal in origin. As is generally the case
for chromosomal abnormalities, structural brain imaging research indicates diffuse
effects (Giedd et al., 2007).

In addition to having an extra X chromosome, it is possible for males to have an
extra Y chromosome (XYY) and for females to have just one X chromosome (XO,
called Turnersyndrome). There is no equivalent syndrome of males with a Y chromo-
some but no X because this is fatal. XYY males, about 1in 1000 male births, are taller
than average after adolescence and have normal sexual development. More than 95
percent of XYY males do not even know they have an extra Y chromosome. Although
XYY males have fewer cognitive problems than XXY males, about half have speech
difficulties as well as language and reading problems (Leggett,Jacobs, Nation, Scerif,
& Bishop, 2010). Their average 1Qjs about 10 points lower than that of their siblings
with normal sex chromosomes.Juvenile delinquency is also associated with XYY. The
XYY syndrome was the center of a furor in the 1970s, when it was suggested that
such males are more violent, a suggestion possibly triggered by the notion of a “super
male” with exaggerated masculine characteristics caused by an extra Y chromosome;
however, this idea is not supported by research.

Turner syndrome females (XO) occur in about 1in 2500 female births, although
98 percent of XO fetuses miscarry, accounting for 10 percent of the total number
of spontaneous abortions. The main problems are short stature and abnormal sex-
ual development; infertility is common. Puberty rarely occurs without hormone
therapy; even with therapy, the individual is infertile because she does not ovulate.



Hormonal treatment is now standard, and many XO women have conceived with
in vitro fertilization (Stratakis & Rennert, 2005). Although verbal 1Q_is about nor-
mal, nonverbal 1Q_is lower, about 90, and social cognition is also impaired (Hong,
Dunkin, & Reiss, 2011).

Small chromosomal deletions As noted earlier, chromosomal abnormalities do
not just involve a whole chromosome. Three classic small chromosomal deletions that
affect cognitive development are Angelman syndrome, Prader-Willi syndrome, and
Williams syndrome. After describing these disorders, we will turn to research that
uses new DNA techniques to identify even smaller deletions.

A small deletion in chromosome 15 (15711), mentioned in Chapter 3 as an ex-
ample of genomic imprinting, causes Angelman syndrome (1 in 25,000 births) if the
deletion comes from the mother’s egg or Prader-Willi syndrome (1 in 15,000 births)
if it comes from the father’s sperm. In most cases, the deletion occurs spontaneously
in the formation of gametes, although in about 10 percent of the cases mutations
inherited by the mother or father are responsible (Williams, Driscoll, & Dagli, 2010).
This region of chromosome 15, usually millions of base pairs in length, contains sev-
eral imprinted genes that are differentially silenced by epigenetic methylation of the
DNA, depending on whether the deletion comes from the mother’s egg or the father’s
sperm. Angelman syndrome (AS) results in moderate cognitive disability, abnormal
gait, speech impairment, seizures, and an inappropriately happy demeanor that in-
cludes frequent laughing and excitability. When inherited from the father, the same
chromosomal deletion causes Prader-Willi syndrome (PWS), which most noticeably
involves overeating and temper outbursts but also leads to multiple learning difficul-
ties and an 1Qjn the low normal range. New techniques for understanding epigenetic
processes are advancing our understanding of how this deletion has its effects on
brain development (Mabbjudson, Zvlka, & Philpot, 2011).

Williams syndrome, with an incidence of about 1in 10,000 births, is caused by a
small deletion from chromosome 7 (7711.2), a region that includes about 25 genes.
Most cases are spontaneous. Williams syndrome involves disorders of connective tis-
sue that lead to growth retardation and multiple medical problems. General cognitive
disability is common (average 1Q_of 55), and most affected individuals have learning
difficulties that require special schooling. Some studies find that language develop-
ment is less affected than nonverbal abilities (Martens, Wilson, & Reutens, 2008). As
adults, most affected individuals are unable to live independently. As is typical of
chromosomal abnormalities that include several genes, no consistent brain pathology
is found other than a reduction in cerebral volume.

Figure 11.4 summarizes the average effect on 1Q”of the most common chro-
mosomal causes of general cognitive disability. Again, it should be emphasized that
there is a wide range of cognitive functioning around the average ((“scores shown
in the figure. In addition to these classic syndromes, new sequencing and microarray
research has revealed that as many as 15 percent of cases of severe cognitive disability
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« FIGURE 11.4 The most common chromosomal causes of general cognitive disability are
Down syndrome (DS) and the sex chromosomal abnormalities XXX and XXY. The average IQs of
individuals with XYY and XO are only slightly lower than normal and thus are not listed. Dele-
tions of very small parts of chromosomes contribute importantly to general cognitive disability,
but most are rare, such as Angelman syndrome (AS), Prader-Willi syndrome (PWS), and Williams
syndrome (WS). For all these chromosomal abnormalities, a wide range of cognitive functioning
is found.

may be due to smaller deletions or duplications from a thousand to millions of base
pairs that can involve a few genes, dozens of genes, or no genes at all (Topper et al.,
2011). As mentioned in Chapter 9, these structural variations in chromosomes are
called copy number variants (CNV5s). Most CNVs arise de novo during meiosis w'hen a
DNA segment is deleted on one chromosome and duplicated on the corresponding
member of the chromosome pair. As with other chromosomal abnormalities, dele-
tions are generally worse than duplications. There are tens of thousands of CNVs;
we all have CNVs peppered throughout our genome without obvious effect, despite
all the extra or missing segments of DNA. However, some CNVs, usually rare and
de novo (i.e., not seen in either parent), affect neurocognitive development (Morrow,
2010). It appears that unlike inherited single-gene disorders, specific CNVs may not
be as important as how many CNVs an individual has.

Specific Cognitive Disabilities
As its name implies, general cognitive disability has general effects on the ability
to learn, which is reflected in difficulties at school. We use the term specific cognitive

disabilities in relation to school-related difficulties such as those affecting reading,
communication, and mathematics. Behavioral genetic research brings genetics to the



field of educational psychology, which has been slow to recognize the importance of
genetic influence (Haworth & Plomin, 2011; Wooldridge, 1994), even though teach-
ers in the classroom do (Walker & Plomin, 2005). This section focuses on low per-
formance in cognitive processes related to academic achievement, whereas Chapter
13 focuses on normal variation in these processes. We begin with reading disability
because reading is the primary problem for about 80 percent of children with a di-
agnosed learning disorder. We then consider communication disorders, mathematics
disability, and, finally, the interrelationships of learning disabilities.

Reading Disability

As many as 10 percent of children have difficulty learning to read. Children with
reading disability (also known as dyslexia) read slowly and often with poor compre-
hension. When reading aloud, they perform poorly. For some, specific causes can be
identified, such as cognitive disability, brain damage, sensory problems, and depriva-
tion. However, many children without such problems find it difficult to read.

Family studies have shown that reading disability runs in families. The largest
family study included 1044 individuals in 125 families with a reading-disabled child
and 125 matched control families (DeFries, Vogler, & LaBuda, 1986). Siblings and
parents of the reading-disabled children performed significantly worse on reading
tests than did siblings and parents of control children. The first major twin study
indicated that familial resemblance for reading disability involves genetic factors
(DeFries, Knopik, & Wadsworth, 1999). For more than 250 twin pairs in which at
least one member of the pair was reading disabled, twin concordances were 66 per-
cent for identical twins and 36 percent for fraternal twins, a result suggesting sub-
stantial genetic influence. Large twin studies found similar results in the early school
years for both reading disability and reading ability in the United Kingdom (Kovas,
Haworth, Dale, & Plomin, 2007) and the United States (Hensler, Schatschneider,
Taylor, & Wagner, 2010). In all of these studies, shared environmental influence is
modest, typically accounting for less than 20 percent of the variance (Willcutt, Pen-
nington, et al., 2010).

As part of DeFries and colleagues’ twin study, a new method was developed
to estimate the genetic contribution to the mean difference between the reading-
disabled probands and the mean reading ability of the population. This type of
analysis, called DF extremes analysis after its creators (DeFries & Fulker, 1985), is de-
scribed in Box 11.1. In a meta-analysis of studies of reading disability, DF extremes
analysis for reading disability estimates that about 60 percent of the mean difference
between the probands and the population is heritable (Plomin & Kovas, 2005). The
analysis also suggests genetic links between reading disability and normal variation
in reading ability.

As described earlier in this chapter, moderate to severe general cognitive dis-
ability is often caused by single-gene mutations and chromosomal abnormalities that
do not contribute importantly to variation in the normal range of cognitive ability. In



BOX 111

he genetic and environmental

causes of individual differences

throughout the range of vari-
ability in a population can differ from
the causes of the average difference
between an extreme group and the rest
of the population. For example, finding
genetic influence on individual differ-
ences in reading ability in an unselected
sample (Chapter 13) does not mean
that the average difference in reading
ability between reading-disabled indi-
viduals and the rest of the population
is also influenced by genetic factors.
Alternatively, it is possible that reading
disability represents the extreme end of
a continuum of reading ability, rather

176

DF Extremes Analysis

than a distinct disorder. That is, read-
ing disability might be quantitatively
rather than qualitatively different from
the normal range of reading ability.

DF extremes analysis, named after its
creators (DeFries & Fulker, 1985, 1988),
addresses these important issues con-
cerning the links between the normal
and abnormal.

DF extremes analysis takes advan-
tage of the quantitative scores of the
relatives of probands rather than just
assigning a dichotomous diagnosis to
the relatives and assessing concordance
for the disorder. The figure below shows
hypothetical distributions of reading
performance of an unselected sample



of twins and of the identical (MZ) and
fraternal (DZ) co-twins of probands (P)
with reading disability (DeFries, Fulker, &
LaBuda, 1987). The mean score of the
probands is P. The differential regression
of the MZ and the DZ co-twin means
(CMZ and CY toward the mean of the
unselected population (u) provides a test
of genetic influence. That is, to the ex-
tent that reading deficits of probands are
heritable, the quantitative reading scores
of identical co-twins will be more similar
to those of the probands than will the
scores of fraternal twins. In other words,
the mean reading scores of identical
co-twins will regress less far back toward
the population mean than will those of
fraternal co-twins.

The results for reading disability
are similar to those illustrated in the
figure. The scores of the identical co-
twins regress less far back toward the
population mean than do those of the
fraternal co-twins. This finding suggests
that genetics contributes to the mean
difference between the reading-disabled
probands and the population. Twin
group correlations provide an index of
how far the co-twins regress toward the
population mean (Plomin, 1991). For
reading disability, the twin group cor-
relations are 0.90 for identical twins and
0.65 for fraternal twins. Doubling the
difference between these group correla-
tions suggests a group heritability of 50
percent, similar to the results of more so-
phisticated DF extremes analysis (DeFries
& Gillis, 1993; Willcutt, Pennington, et
al., 2010). In other words, half of the
mean difference between the probands
and the population is heritable. This is
called "group heritability" to distinguish
it from the usual heritability estimate,
which refers to differences between indi-

viduals rather than to mean differences
between groups.

DF extremes analysis is conceptu-
ally similar to the liability-threshold
model described in Box 3.1. The major
difference is that the threshold model
assumes a continuous dimension even
though it assesses a dichotomous
disorder. The liability-threshold analysis
converts dichotomous diagnostic data to
a hypothetical construct of a threshold
with an underlying continuous liability. In
contrast, DF extremes analysis assesses
rather than assumes a continuum. If all
the assumptions of the liability-threshold
model are correct for a particular disor-
der, it will yield results similar to the DF
extremes analysis to the extent that the
quantitative dimension assessed under-
lies the qualitative disorder. In the case
of reading disability, a liability-threshold
analysis of these twin data yields an
estimate of group heritability similar to
that of the DF extremes analysis (Plomin
& Kovas, 2005).

In addition, DF extremes analysis
can be used to examine the genetic and
environmental origins of the co-occur-
rence between disorders. For example,
language and mathematics problems
are often found among reading-disabled
children. Multivariate DF extremes
analysis suggests that genetic factors
are largely responsible for this overlap
(Haworth, Kovas, et al., 2009). Genetic
overlap is also substantial between read-
ing disability and hyperactivity (Willcutt,
Betjemann, et al., 2010). Multivariate
DF extremes analysis has also been used
to discover that genetic factors account
for most of the high stability of read-
ing disability from age 10 to age 15
(Astrom, Wadsworth, Olson, Willcutt, &
DeFries, 2011).
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contrast, mild cognitive disability appears to be quantitatively, not qualitatively, dif-
ferent from normal variation in cognitive ability. That is, mild cognitive disability is
the low end of the same genetic and environmental influences responsible for varia-
tion in the normal distribution of cognitive ability. Results for reading disability and
other common disorders are similar to those for mild cognitive disability rather than
more severe cognitive disability. Phrased more provocatively, these findings from DF
extremes analysis suggest that common disorders such as reading disability are not
really disorders—they are merely the low end of the normal distribution (Plomin et
al., 2009). This view fits with the quantitative trait locus (QTL) hypothesis, which as-
sumes that genetic influence is due to many genes of small effect size that contribute
to a normal quantitative trait distribution. What we call disorders and disabilities are
the low end of these quantitative trait distributions. The QTL hypothesis predicts
that when genes associated with reading disability are identified, the same genes will
be associated with normal variation in reading ability.

Early molecular genetic research on reading disability assumed that the tar-
get was a single major gene rather than QTLs. Various modes of transmission have
been proposed, especially autosomal dominant transmission and X-linked recessive
transmission. The autosomal dominant hypothesis takes into account the high rate
of familial resemblance but fails to account for the fact that about a fifth of reading-
disabled individuals do not have affected relatives. An X-linked recessive hypothesis
is suggested when a disorder occurs more often in males than in females, as is the
case for reading disability. However, the X-linked recessive hypothesis does not work
well as an explanation of reading disability. As described in Chapter 3, one of the
hallmarks of X-linked recessive transmission is the absence of father-to-son transmis-
sion, since sons inherit their X chromosome only from their mother. Contrary to the
X-linked recessive hypothesis, reading disability is transmitted from father to son
as often as from mother to son. It is now generally accepted that, like most complex
disorders, reading disability is caused by multiple genes as well as by multiple envi-
ronmental factors (Fisher & DeFries, 2002).

One of the most exciting findings in behavioral genetics in the past two decades
is that the first quantitative trait locus for a human behavioral disorder was reported
for reading disability, using sib-pair QTL linkage analysis (Cardon et al., 1994). As
explained in Chapter 9, siblings can share zero, one, or two alleles for a particular
DNA marker. Ifsiblings who share more alleles are also more similar for a quantita-
tive trait such as reading ability, then QTL linkage is likely. QTL linkage analysis
is much more powerful when one sibling is selected because of an extreme score
on the quantitative trait. When one sibling was selected for reading disability, the
reading ability score of the co-sibling was also lower when the two siblings shared
alleles for markers on the short arm of chromosome 6 (6p2\). These QTL linkage
results for four DNA markers in this region are depicted by the dotted line in Figure
11.5, showing significant linkage for the D6S105 marker. Significant linkage was also
found for markers in this region in an independent sample of fraternal twins (see



mFIGURE 11.5 QTL linkage for reading disability in two independent samples in which at least
one member of the pair is reading disabled: siblings (dotted line) and fraternal twins (solid line).
D6S89, D6S109, D6S105, and TNFB are DNA markers in the 6p21 region of chromosome 6. The
f-values are an index of statistical significance. The marker D6S105 is significant at the p = 0.05
level for siblings and at the p = 0.01 level for fraternal twins. (After Cardon et al., 1994: modified
from DeFries & Alarcbn, 1996: courtesy of Javier Gayan.)

solid line in Figure 11.5) and in several replication studies in the broader region of
the short arm of chromosome 6 (Fisher & DeFries, 2002). Despite these consistent
linkage results, it has been difficult to identify the specific genes responsible for the
QTL linkage among the hundreds of genes in this gene-rich region of chromosome
6, but the search has narrowed to two genes very close together at 6p22: KIAA0319
and DCDC2 (Scerri et al., 2011). Genes in this region and other candidate genes
reported to be associated with reading disability provide plausible pathways among
genes, brain, and behavior that involve the growth and migration of neurons (Poel-
mans, Buitelaar, Pauls, & Franke, 2011). Other genomewide linkage analyses have
proposed eight other locations in the genome linked to reading disability, although
some await independent replication (Willcutt, Pennington, et al., 2010). There have
been far fewer candidate gene association studies for reading than for other behav-
iors, perhaps because there are no obvious candidate genes and also because linkage
analysis has dominated reading research. The first genomewide association study of
reading disability found no genomewide significant associations, and the largest ef-
fect sizes were very small, accounting for less than 0.5% of variance of reading in an
unselected population (Meaburn, Harlaar, Craig, Schalkwyk, & Plomin, 2008). The
discrepancy between linkage and association results may be that linkage is able to



detect multiple causal variants that are closely linked. This suggests what will be a
theme for molecular genetic studies: Many genes of small effect are responsible for
heritability for complex traits.

Reading disability is generally assumed to be caused by language problems
(Hensler et al., 2010); genetic influences on reading disability and on language and
speech disorders overlap substantially (Haworth, Kovas, et al., 2009; Pennington &
Bishop, 2009). Language and speech disorders are the topic of the following section.

Communication Disorders

DSM-1V includes four types of communication disorders: expressive language (put-
ting thoughts into words) disorder, mixed receptive (understanding the language of
others) and expressive language disorder, phonological (articulation) disorder, and
stuttering (speech interrupted by prolonged or repeated words, syllables, or sounds).
Hearing loss, cognitive disability, and neurological disorders are excluded.

Several family studies, examining communication disorders broadly, indicate
that communication disorders are familial (Stromswold, 2001). For children with
communication disorders, about a quarter of their first-degree relatives report similar
disorders; these communication disorders appear in about 5 percent of the relatives
of controls (Felsenfeld, 1994). Twin studies suggest that this familial resemblance is
genetic in origin. A review of twin studies of language disability yields twin concor-
dances of 75 percent for MZ twins and 43 percent for DZ twins (Stromswold, 2001).
Using DF extremes analysis, the average weighted group heritability was 43 percent
for language disabilities (Plomin & Kovas, 2005). A large twin study of language delay
in infancy found high heritability, even at 2 years of age (Dale et al., 1998). The only
adoption study of communication disorders confirms the twin results, suggesting sub-
stantial genetic influence (Felsenfeld & Plomin, 1997).

The high heritability of communication disorders has attracted attention from
molecular genetics (Smith et al., 2010). A high-profile paper reported a mutation in
a gene (FOXP2) that accounted for an unusual type of speech-language impairment
that includes deficits in oro-facial motor control in one family (Lai, Fisher, Hurst,
Vargha-Khadem, & Monaco, 2001). In the media, this finding was unfortunately
trumpeted as “the” gene for language, whereas in fact the mutation has not been
found outside the original family (Meaburn, Dale, Craig, & Plomin, 2002; Newbury
et al., 2002). Several linkages and candidate gene associations have been reported with
communication disorders (Kang & Drayna, 2011).

Stuttering affects about 5 percent of preschool children, but most make a full
recovery. Family studies of stuttering over the past 50 years have shown that about a
third of stutterers have other stutterers in their families (Kidd, 1983). Twin studies
indicate that stuttering is highly heritable (Fagnani, Fibiger, Skytthe, & Hjelmborg,
2011), especially stuttering that persists past earlv childhood (Dworzynski, Reming-
ton, Rijsdijk, Howell, & Plomin, 2007). Results from genomewide linkage studies have
not yielded consistent results (Fisher, 2010).



Mathematics Disability

For poor performance on tests of mathematics, the first twin smdy suggested mod-
erate genetic influence (Alarcon, DeFries, Light, & Pennington, 1997). A study of
7-year-olds using U.K. National Curriculum scores for mathematics reported con-
cordances of about 70 percent for MZ twins and 50 percent for DZ twins (Oliver et
al., 2004). Using DF extremes analysis, the average weighted group heritability was
0.61 for twin studies of mathematics disability (Plomin & Kovas, 2005). A more recent
twin study using Internet-administered tests of mathematics to select low-performing
10-year-old twins reported a group heritability of 0.47 for low' performance in math-
ematics (Kovas, Haworth, Petrill, & Plomin, 2007). The first genomewide association
study of mathematics disability found the usual result of many genes of small effect
(Docherty, Davis, et al., 2010).

Comorbidity among Specific Cognitive Disabilities

Learning disabilities are distinguished from cognitive disability because they focus
on what is thought to be specific disabilities as distinct from general cognitive dis-
ability. Nonetheless, two multivariate genetic analyses suggest that there is substan-
tial genetic overlap between reading and mathematics disabilities (Knopik, Alarcon,
& DeFries, 1997; Kovas, Haworth, Harlaar, et al., 2007). Extending DF extremes
analysis to bivariate analysis, genetic correlations of 0.53 and 0.67 between reading
and mathematics disability were reported. In other words, many of the genes that af-
fect reading disability also affect mathematics disability. The reach of these general
effects of genes for cognitive disabilities extends beyond reading and mathematics
disability to communication disorders and general cognitive disability (Hawrorth,
Kovas, et al., 2009). Molecular genetic research is beginning to confirm these quanti-
tative genetic results by showing that genes associated with one disability are associ-
ated with other disabilities (Docherty, Kovas, Petrill, & Plomin, 2010). Multivariate
genetic research has been central to analyses of cognitive abilities; this research also
suggests substantial genetic overlap among diverse cognitive abilities, as discussed
in Chapter 13.

Dementia

Although aging is a highly variable process, as many as a quarter of individuals over
85 years of age suffer severe cognitive decline known as dementia (Bird, 2008). Prior
to age 65, the incidence is less than 1 percent. Among the elderly, dementia accounts
for more days of hospitalization than any other psychiatric disorder (Cumings & Ben-
son, 1992). Itis the fourth leading cause of death in adults. The number of diagnosed
dementia patients is projected to nearly double every 20 years (Alzheimer’s Disease
International, 2009).

At least half of all cases of dementia involve Alzheimer disease (AD), which
has been studied for more than a century (Goedert & Spillantini, 2006). AD occurs



very gradually over many years, beginning with loss of memory for recent events.
This mild memory loss affects many older individuals but is much more severe in
individuals with AD. Irritability and difficulty in concentrating are also often noted.
Memory gradually worsens to include simple behaviors, such as forgetting to turn off
the stove or bath water and wandering off and getting lost. Eventually—sometimes
after 3years, sometimes after 15 years—individuals with AD become bedridden. Bio-
logically, AD involves extensive changes in brain nerve cells, including plaques and
tangles (described later) that build up and result in death of the nerve cells. Although
these plaques and tangles occur to some extent in most older people, they are usually
restricted to the hippocampus. In individuals with AD, they are much more numerous
and widespread.

i\nother type of dementia is the result of the cumulative effect of multiple small
strokes in which blood flow to the brain becomes blocked, thus damaging the brain.
This type of dementia is called multiple-infarct dementia (MID). (An infarct is an
area damaged as a result of a stroke.) Unlike AD, MID is usually more abrupt and in-
volves focal symptoms such as loss of language rather than general cognitive decline.
Co-occurrence of AD and MID is seen in about a third of all cases. DSM-IV recog-
nizes nine other kinds of dementias, such as dementias due to AIDS, to head trauma,
and to Huntington disease.

Surprisingly little is known about the quantitative genetics of either AD or MID.
Family studies of AD probands estimate risk to first-degree relatives of nearly 50
percent by age 85, when the data are adjusted for age of the relatives (McGuffin,
Owen, O’Donovan, Thapar, & Gottesman, 1994). Until recently, the only twin study
of dementia was one reported over 50 years ago. That twin study, which did not dis-
tinguish AD and MID, found concordances of 43 percent for identical twins and 8
percent for fraternal twins, results suggesting moderate genetic influence (Kallmann
& Kaplan, 1955). More recent twin studies of AD also found evidence for genetic in-
fluence, with concordances two times greater for identical than for fraternal twins in
Finland (Raiha, Kapiro, Koskenvuo, Rajala, & Sourander, 1996), Norway (Bergeman,
1997), Sweden (Gatz et al., 1997), and the United States (Breitner et al., 1995). In the
largest twin study to date, liability to AD yielded a heritability estimate of0.58 (Gatz
et al, 2006).

Some of the most important molecular genetic findings for behavioral disor-
ders have come from research on dementia (Bettens, Sleegers, & Van Broeckhoven,
2010). Early research focused on a rare (1 in 10,000) type of Alzheimer disease that
appears before 65 years of age and shows evidence for autosomal dominant in-
heritance. Three genes have been identified that contribute to this rare form of the
disorder (Bekris, Yu, Bird, & Tsuang, 2010). The great majority of Alzheimer cases
occur after 65 years of age, typically in persons in their seventies and eighties. A
major advance toward understanding late-onset Alzheimer disease is the discovery
of a strong allelic association with a gene (for apolipoprotein E) on chromosome
19 (Corder et al, 1993). This gene has three alleles (confusingly called alleles 2, 3,



and 4). The frequency of allele 4 is about 40 percent in individuals with Alzheimer
disease and 15 percent in control samples. This result translates to about a sixfold
increased risk for late-onset Alzheimer disease for individuals who have one or two
of these alleles.

Apolipoprotein Eis a QTL in the sense that allele 4, although a risk factor, is
neither necessary nor sufficient for developing dementia. For instance, nearly half
of patients with late-onset Alzheimer disease do not have that allele. Assuming a
liability-threshold model, allele 4 accounts for about 15 percent of the variance in
liability (Owen, Liddle, & McGuffin, 1994). Because apolipoprotein E is known for
its role in transporting lipids throughout the body, its association with late-onset
AD was puzzling at first. However, the product of allele 4 binds more readily with
P-amyloid, leading to amyloid deposits, which in turn lead to plaques and, eventu-
ally, to the death of nerve cells (Tanzi & Bertram, 2005). The product of allele 2 may
block this buildup of (3-amyloid. The product of allele 3 appears to buffer nerve
cells against the other characteristic of AD, neurofibrillary tangles. Other roles for
the gene product are also known, such as its increased production following injury
to the nervous system, as in head injury, and, most important, its role in plaques
(Hardy, 1997).

Because the gene for apolipoprotein E does not account for all the genetic in-
fluence on AD, the search is on for other QTLs. A meta-analysis of over a thousand
reports of associations with over 500 candidate genes finds evidence for significant
associations for more than a dozen susceptibility QTLs, although results are often in-
consistent (Bertram, McQueen, Mullin, Blacker, & Tanzi, 2007). Genomewide asso-
ciation studies consistently confirm the association with apolipoprotein E, but more
than a dozen studies yielded inconsistent results for other associations until three
large-scale studies including data from 43,000 individuals provided compelling evi-
dence for small effects of variants in four novel susceptibility genes that might lead to
synaptic disintegration (Hollingworth, llarold,Jones, Owen, & Williams, 2011). More
than a dozen knock-out mouse models of AD-related genes have been generated,
and several of the mutants show P-amyloid deposits and plaques, although no animal
model has as yet been shown to have all the expected AD effects, including the critical
effects on memory (Bekris et al., 2010).

Summary

Although no twin or adoption studies have been reported for moderate or severe cog-
nitive disability, more than 250 single-gene disorders, most extremely rare, include
cognitive disability among their symptoms, and many more are being discovered with
new advances in DNA analysis. A classic disorder is PKU, caused by a recessive muta-
tion on chromosome 12. The discovery of fragile X syndrome is especially important
because it is the most common cause of inherited cognitive disability (1 in several
thousand males, half as common in females). It is caused by a triplet repeat (CGG)



on the X chromosome that expands over several generations until it reaches more
than 200 repeats, when it causes cognitive disability in males. The most common
single-gene cause of severe cognitive disability in females is Rett syndrome. Other
single-gene mutations known primarily for other effects also contribute to cognitive
disability, such as genes for Duchenne muscular dystrophy, Lesch-Nyhan syndrome,
and neurofibromatosis.

For all of the single-gene disorders, the defective allele shifts the ~distribution
downward, but a wide range of individual 1Qs remains. Also, although there are hun-
dreds of such rare single-gene disorders, together they account for only a tiny portion
of cognitive disability. Most cognitive disability is mild and appears to be the low end
of the normal distribution of general cognitive ability and caused by many QTLs of
small effect as well as multiple environmental factors. Molecular genetic research on
general cognitive ability is discussed in the next chapter.

Chromosomal abnormalities play an important role in cognitive disability. The
most common cause of cognitive disability is Down syndrome, caused by the presence
of three copies of chromosome 21. Down syndrome occurs in about 1in 1000 births
and is responsible for about 10 percent of cognitively disabled individuals in institu-
tions. Risk for cognitive disability is also increased by having an extra X chromosome
(XXY males, XXX females). An extra Y chromosome (XYY males) or a missing X
chromosome (Turner females) cause less disability. Small deletions of chromosomes
can result in cognitive disability, as in Angelman syndrome, Prader-Willi syndrome,
and Williams syndrome. XYY males have speech and language problems; Turner fe-
males (XO) generally perform less well on nonverbal tasks such as spatial tasks. Simi-
lar to single-gene disorders, there is a wide range of cognitive functioning around the
lowered average 1Qscores found for all these chromosomal causes of cognitive dis-
ability. An exciting area of research uses DNA microarrays and sequencing to detect
subtle chromosomal abnormalities, especially de novo (noninherited) deletions and
duplications called copy number variants (CNVs), that might account for as many as 15
percent of cases of severe cognitive disability.

Twin studies suggest genetic influence for specific cognitive disabilities, includ-
ing reading disability, communication disorders, and mathematics disability. For
these cognitive disabilities, DF extremes analysis suggests that genetic and environ-
mental influences have effects at the low end of the normal distribution of cognitive
abilities that are similar to their effects on the rest of the distribution. In addition,
multivariate genetic research indicates substantial genetic correlations among learn-
ing disabilities. For reading disability, a replicated linkage on chromosome 6 was
the first QTL linkage discovered for human behavioral disorders; two genes in this
region are the best candidates, although eight other linkage regions have been pro-
posed. Several linkages and candidate gene associations have also been proposed for
communication disorders. The first genomewide association study of mathematics
disability found the usual result of many genes of small effect. The substantial co-
morbidity between specific cognitive disabilities is largely due to genetic factors,



meaning that the same genes affect different learning disabilities although there are
also disability-specific genes.

For dementia, three genes have been found that account for most cases of early-
onset Alzheimer disease, a rare (1 in 10,000) form of the disease that occurs before 65
years of age and often shows pedigrees consistent with autosomal dominant inheri-
tance. Late-onset Alzheimer disease is very common, striking as many as a quarter
of individuals over 85 years of age. Its heritability is about 60 percent. The gene for
apolipoprotein E is associated with late-onset Alzheimer disease. Although the apoli-
poprotein E gene association is the largest effect size found for a behavioral disorder,
itis a QTL in the sense that it is a probabilistic risk factor, not a single gene necessary
and sufficient to develop the disorder. Large-scale genomewide association studies
have identified novel susceptibility genes that contribute to the heritability of late-
onset Alzheimer disease.



General Cognitive Ability

eneral cognitive ability (g) predicts key social outcomes such as educational and
G occupational levels far better than any other trait (Gottfredson, 1997; Schmidt

& Hunter, 2004). g is increasingly important in our knowledge-based society and cen-
tral to society’s intellectual capital (Neisser et al, 1996). gis also one of the most well
studied domains in behavioral genetics. Nearly all this genetic research is based on a
model in which cognitive abilities are organized hierarchically (Carroll, 1993, 1997),
from specific tests to broad factors to general cognitive ability (Figure 12.1). There
are hundreds of tests of diverse cognitive abilities. These tests measure several broad
factors (specific cognitive abilities), such as verbal ability, spatial ability, memory, and
speed of processing. Such tests are widely used in schools, industry, the military, and
clinical practice.

These broad factors intercorrelate modestly. In general, people who do well on
tests of verbal ability tend to do well on tests of spatial ability, g, that which is in
common among these broad factors, was discovered by Charles Spearman over a cen-
tury ago, about the same time that Mendel’s laws of inheritance were rediscovered

FIGURE 12.1 Hierarchical model of
cognitive abilities.



(Spearman, 1904). The phrase general cognitive ability is a better choice to describe g
than the word intelligence because the latter has so many different meanings in psy-
chology and in the general language (Jensen, 1998). General texts on ¢ are available
(Hunt, 2011; see Deary, 2012, for an overview of other books).

Most people are familiar with intelligence tests, often called tests (intelli-
gence quotient tests). These tests typically assess several cognitive abilities and yield
total scores that are reasonable indices ofg. For example, the Wechsler tests of intel-
ligence, widely used clinically, include ten subtests such as vocabulary, picture com-
pletion (indicating what is missing in a picture), analogies, and block design (using
colored blocks to produce a design that matches a picture). In research contexts, gis
usually derived by using a technique called factor analysis that weights tests differently,
according to how much they contribute to ¢. This weight can be thought of as the
average of a test’s correlations with every other test. This is not merely a statistical
abstraction—one can simply look at a matrix of correlations among such measures
and see that all the tests intercorrelate positively and that some measures (such as
spatial and verbal ability) intercorrelate more highly than do other measures (such as
nonverbal memory tests). A test’s contribution to gis related to the complexity of the
cognitive operations it assesses. More complex cognitive processes such as abstract
reasoning are better indices ofgthan less complex cognitive processes such as simple
sensory discriminations.

Although ¢ explains about 40 percent of the variance among such tests, most
of the variance of specific tests is independent of g. Clearly there is more to cogni-
tion than ¢. Specific cognitive abilities assessed in the psychometric tradition are
the focus of the next chapter. An important direction for research attempts to un-
derstand g at more basic levels, especially through information-processing theory
and experimental cognitive psychology (Deary, 2000; Duncan, 2010), and, increas-
ingly, through measures of brain structure and function (Blokland et al., 2011; Deary,
Penke, &Johnson, 2010; Toga & Thompson, 2005). In addition, just as there is more
to cognition than g, there is clearly much more to achievement than cognition. Per-
sonality, motivation, and creativity all play a part in how well someone does in life.
However, it makes little sense to stretch a word like intelligence to include all aspects
of achievement, such as emotional sensitivity (Goleman, 2005) and musical ability
(Gardner, 2006), that do not correlate with tests of cognitive ability (Visser, Ashton,
& Vernon, 2006).

Despite the massive amount of data pointing to the reality of ¢, considerable
controversy continues to surround gand 1Q"tests, especially in the media. There is
a wide gap between what laypeople (including scientists in other fields) believe and
what experts believe. Most notably, laypeople often read in the popular press that the
assessment of intelligence is circular—intelligence is what intelligence tests assess.
On the contrary, g is one of the most reliable and valid measures in the behavioral
domain. Its long-term stability after childhood is greater than the stability of any
other behavioral trait (Deary, Whiteman, Starr, Whalley, & Fox, 2004). Although a



few critics remain, ¢ is widely accepted as a valuable concept by experts (Carroll,
1997). It is less clear what ¢ is and whether g is due to a single general process, such
as executive function or speed of information processing, or whether it represents
a concatenation of more specific cognitive processes (Deary, 2000). The idea of a
genetic contribution to ghas produced controversy in the media, especially follow-
ing the publication of The Bell Curve by Herrnstein and Murray (1994). In fact, these
authors scarcely touched on genetics and did not view genetic evidence as crucial
to their arguments. Despite this controversy, there is considerable consensus among
scientists—even those who are not geneticists—that ¢ is substantially heritable
(Brody, 1992; Mackintosh, 1998; Neisser, 1997; Snyderman & Rothman, 1988; Stern-
berg & Grigorenko, 1997). The evidence for a genetic contribution to gis presented
in this chapter.

Historical Highlights

The relative influences of nature and nurture on ¢ have been studied since the be-
ginning of the behavioral sciences. Indeed, a year before the publication of Gregor
Mendel’s seminal paper on the laws of heredity, Francis Galton (1865) published a
two-article series on high intelligence and other abilities, which he later expanded
into the first book on heredity and cognitive ability, Hereditary Genius: An Enquiry into
Its Lam and Consequences (Galton, 1869; see Box 12.1). The first twin and adoption
studies in the 1920s also focused on g(Burks, 1928; Freeman, Holzinger, & Mitchell,
1928; Merriman, 1924; Theis, 1924).

Animal Research

Cognitive ability, at least problem-solving behavior and learning, can also be studied
in other species. For example, in a well-known experiment in learning psychology,
begun in 1924 by the psychologist Edward Tolman and continued by Robert Tryon,
rats were selectively bred for their performance in learning to navigate a maze in
order to find food. The results of subsequent selective breeding by Tryon for “maze-
bright” rats (few- errors) and “maze-dull” rats (many errors) are shown in Figure 12.2.
Substantial response to selection was achieved after only a fewlgenerations of selec-
tive breeding. There was practically no overlap between the maze-bright and maze-
dull lines; all rats in the maze-bright line were able to learn to run through a maze
with fewer errors than any of the rats in the maze-dull line. The difference between
the bright and dull lines did not increase after the first half-dozen generations, pos-
sibly because brothers and sisters were often mated. Such inbreeding greatly reduces
the amount of genetic variability within selected lines, a loss that inhibits progress in
a selection study; measurement issues could also contribute to the lack of progress.
Maze-bright and maze-dull selected rats were used in one of the best-known
psychological studies of genotype-environment interaction (Cooper & Zubek, 1958).



Selected generations

FIGURE 12.2 The results of Tryon's selective breeding for maze brightness and maze dullness in
rats. (From "The inheritance of behavior" by G. E, McClearn. In L. J Postman (Ed.), Psychology in the Making-
S 1963. Used with permission of Alfred A. Knopf, Inc.)

Rats from the two selected lines were reared under one of three conditions. One con-
dition was “enriched,” in that the cages were large and contained many movable toys.
For the comparison condition, called “restricted,” small gray cages without movable
objects were used. In the third condition, rats were reared in a standard laboratory
environment.

The results of testing the maze-bright and maze-dull rats reared in these condi-
tions are shown in Figure 12.3. Not surprisingly, in the normal environment in which
the rats had been selected, there was a large difference between the two selected lines.

FIGURE 12.3 Genotype-environ-
ment interaction. The effects of
rearing in a restricted, normal, or en-
riched environment on maze-learning
errors differ for maze-bright and
maze-dull selected rats. (From Coopers
Zubek, 1958.)



BOX 12.1 Francis Galton

ancis Galton's life (1822-191 1) as

n inventor and explorer changed

as he read the now-famous book
on evolution written by Charles Darwin,
his half cousin. Galton understood
that evolution depends on heredity,
and he began to ask whether hered-
ity affects human behavior. He sug-
gested the major methods of human
behavioral genetics— family, twin, and
adoption designs—and conducted the
first systematic family studies showing
that behavioral traits "run in families."

Galton invented correlation, one of
the fundamental statistics in all of sci-
ence, in order to quantify degrees of
resemblance among family members
(Gillham, 2001).

One of Galton's studies on mental
ability was reported in his book Heredi-
tary Genius: An Enquiry into Its Laws and
Consequences (Galton, 1869). Because
there was no satisfactory way at the
time to measure mental ability, Galton
had to rely on reputation as an index. By
"reputation,” he did not mean notoriety
for a single act, or mere social or official
position, but "the reputation of a leader
of opinion, or an originator, of a man to
whom the world deliberately acknowl-
edges itself largely indebted" (Galton,
1869 p. 37). Galton identified approxi-
mately 1000 "eminent” men and found
that they belonged to only 300 families,
a finding indicating that the tendency
toward eminence is familial.

Taking the most eminent man in
each family as a reference point, Galton
classified the other individuals who
attained eminence according to close-
ness of family relationship. As indicated
in the accompanying diagram, eminent
status was more likely to appear in close
relatives, with the likelihood of eminence

A clear genotype-environment interaction emerged for the enriched and restricted
environments. The enriched condition had no effect on the maze-bright rats, but it
greatly improved the performance of the maze-dull rats. On the other hand, the re-
stricted environment was very detrimental to the maze-bright rats but had little effect

on the maze-dull ones. In other words, there is no simple answer concerning the effect
of restricted and enriched environments in this study. It depends on the genotype



decreasing as the degree of relationship
became more remote.

Galton was aware of the possible
objection that relatives of eminent men
share social, educational, and financial
advantages. One of his counterargu-
ments was that many men had risen to
high rank from humble backgrounds.
Nonetheless, such counterarguments do
not today justify Galton's assertion that
genius is solely a matter of nature (hered-
ity) rather than nurture (environment).
Family studies by themselves cannot

disentangle genetic and environmental
influences.

Galton set up a needless battle by
pitting nature against nurture, arguing
that "there is no escape from the conclu-
sion that nature prevails enormously
over nurture” (Galton, 1883, p. 241).
Nonetheless, his work was pivotal in
documenting the range of variation in
human behavior and in suggesting that
heredity underlies behavioral variation.
For this reason, Galton can be considered
the father of behavioral genetics.

of the animals. This example illustrates genotype-environment interaction, the dif-
ferential response of genotypes to environments, as discussed in Chapter 8. Despite
this persuasive example, other systematic research on learning generally failed to
find widespread evidence of genotype-environment interaction (Henderson, 1972),
although there is evidence for interactions with short-term factors (Crabbe, Wahl-

sten, et al., 1999).



Trial

FIGURE 12.4 Maze-learning errors (Lashley Il maze) for three inbred strains of mice. (From "Ge-
netic aspects of learning and memory in mice" by D. Bovet, F. Bovet-Nitti, & A- Oliverio. SClence, 163, 139-149.

© 1969 by the American Association for the Advancement of Science.)

In the 1950s and 1960s, studies of inbred strains of mice showed the important
contribution of genetics to most aspects of learning. Genetic differences have been
shown for maze learning as well as for other types of learning, such as active avoid-
ance learning, passive avoidance learning, escape learning, lever pressing for reward,
reversal learning, discrimination learning, and heart rate conditioning (Bovet, 1977).
For example, differences in maze-learning errors among widely used inbred strains
(Figure 12.4) confirm the evidence for genetic influence found in the maze-bright
and maze-dull selection experiment. The DBA/2] strain learned quickly, the CBA
animals were slow, and the BALB/c strain was intermediate. Similar results were ob-
tained for active avoidance learning, in which mice learn to avoid a shock by moving
from one compartment to another whenever a light is flashed on. In this study, how-
ever, the CBA strain did not learn at all (Figure 12.5).

A strong g factor runs through many learning tasks in mice (Plomin, 2001). In
half a dozen studies, intercorrelations among diverse learning tasks indicate that g ac-
counts for at least 30 percent of the variance and appears to be moderately heritable
(Galsworthy et al, 2005). “emerges even when other possible sources of intercorrela-
tions among learning tasks, such as emotional reactivity or sensory and motoric abil-
ity, are controlled (Matzel & Kolata, 2010). ghas also been observed in dogs (Coren,
2005) and in primate species other than ours (Banerjee et al, 2009). Animal models of
~will be useful for functional genomic investigations of the brain pathways between
genes and ¢ (see Chapter 10).



Trial

FIGURE 12.5 Avoidance learning for three inbred strains of mice. iFrom "Genetic aspects of learn-
ing and memory in mice" by D. Bovet, F. Bovet-Nitti, & A. Oliverio. SClence, 163, 139-149. © 1969 by the

American Association for the Advancement of Science.)

Human Research

Highlights in the history of human research on genetics and ¢ include two early
adoption studies which found that “correlations were greater in nonadoptive than
in adoptive families, suggesting genetic influence (Burks, 1928; Leahy, 1935). The
first adoption study that included 1Q"data for birth parents of adopted offspring also
showed a significant parent-offspring correlation, again suggesting genetic influence
(Skodak & Skeels, 1949). Begun in the early 1960s, the Louisville Twin Study was the
first major longitudinal twin study of 1Q”that charted the developmental course of
genetic and environmental influences (Wilson, 1983).

In 1963, a review of genetic research on ¢ was influential in showing the con-
vergence of evidence pointing to genetic influence (Erlenmeyer-Kimling & Jarvik,
1963). In 1966, Cyril Burt summarized his decades of research on MZ twins reared
apart, which added the dramatic evidence that MZ twins reared apart are nearly as
similar as MZ twrins reared together. After his death in 1973, Burt’s work was attacked,
with allegations that some of his data were fraudulent (Hearnshaw, 1979). Two sub-
sequent books reopened the case (Fletcher, 1990;Joynson, 1989). Although the jury is
still out on some of the charges (Mackintosh, 1995; Rushton, 2002), it appears that at
least some of Burt’s data are dubious.

During the 1960s, environmentalism, which had been rampant until then in
American psychology, was beginning to wane, and the stage was set for increased
acceptance of genetic influence on ¢. Then, in 1969, a monograph on the genetics of



intelligence by Arthurjensen almost brought the field to a halt because a few pages in
this lengthy monograph suggested that ethnic differences in 1Q”might involve genetic
differences. Twenty-five years later, this issue was resurrected in The Bell Curve (Her-
rnstein & Murray, 1994) and caused a similar uproar. As we emphasized in Chapter 7,
the causes of average differences between groups need not be related to the causes of
individual differences within groups. The former question is much more difficult to
investigate than the latter, which is the focus of the vast majority of genetic research
on IQ. The storm raised byJensen’s monograph led to intense criticism of all behav-
ioral genetic research, especially in the area of cognitive abilities (e.g., Kamin, 1974).
These criticisms of older studies had the positive effect of generating bigger and bet-
ter behavioral genetic studies that used family, adoption, and twin designs. These new
projects produced much more data on the genetics ofgthan had been obtained in the
previous 50 years. The new data contributed in part to a dramatic shift that occurred
in the 1980s in psychology toward acceptance of the conclusion that genetic differ-
ences among individuals are significantly associated with differences in g(Snyderman
& Rothman, 1988).

Overview of Genetic Research

In the early 1980s, a review of genetic research on g was published that summarized
results from dozens of studies (Bouchard & McGue, 1981). Figure 12.6 is an expanded
version of the summary of the review presented earlier in Chapter 3 (see Figure 3.7).

Genetic Influence

First-degree relatives living together are moderately correlated for g (about 0.45).
As in Galton’s original family study on hereditary genius (see Box 12.1), this resem-
blance could be due to genetic or to environmental influences because such relatives
share both. Adoption designs disentangle these genetic and environmental sources of
resemblance. Because birth parents and their offspring who are separated by adop-
tion, as well as siblings who are adopted by different families, share heredity but not
family environment, their similarity indicates that resemblance among family mem-
bers is due in part to genetic factors. For g, the correlation between adopted children
and their genetic parents is 0.24. The correlation between genetically related siblings
reared apart is also 0.24. Because first-degree relatives are only 50 percent similar
genetically, doubling these correlations gives a rough estimate of heritability of 48
percent. As discussed in Chapter 7, this outcome means that about half of the vari-
ance in 1Qjcores in the populations sampled in these studies can be accounted for by
genetic differences among individuals.

The twin method supports this conclusion. Identical twins are nearly as similar
as the same person tested twice. (Test-retest correlations for g are generally between
0.80 and 0.90.) The average twin correlations are 0.86 for identical twins and 0.60 for
fraternal twins. Doubling the difference between MZ and DZ correlations estimates



Together Adopted-apart Adoptive Adopted-apart Together

Relationship P-O Sib P-O Sib P-O Sib “Old” “New” MZ Dz
Mz Mz
Number of pairs 8433 26,473 720 203 1491 714 65 93 4672 5533
Genetic relatedness 0.5 0.5 0.5 0.5 0.0 0.0 1.0 10 10 05
Same home? Yes  Yes No No Yes  Yes No No Yes  Yes
Family Adoption designs Twin
designs designs

FIGURE 12.6 Average !Q correlations for family, adoption, and twin designs. Based on re-
views by Bouchard and McGue (1981), as amended by Loehlin (1989). "New" data sources for
adopted-apart MZ twins include Bouchard et al. (1990) and Pedersen, McClearn, et al. (1992).

heritability as 52 percent. The most dramatic adoption design involves MZ twins
who were reared apart. Their correlation provides a direct estimate of heritability.
For obvious reasons, the number of such twin pairs is small. For several small studies
published before 1981, the average correlation for MZ twins reared apart is 0.72 (ex-
cluding the suspect data of Cyril Burt). This outcome suggests higher heritability (72
percent) than do the other designs. This high heritability estimate has been confirmed
in two other studies of twins reared apart. In a report on 45 pairs of MZ twins reared
apart, the correlation was 0.78 (Bouchard et al, 1990). A study of Swedish twins that
included 48 pairs of MZ twins reared apart reported the same correlation of 0.78
(Pedersen, McClearn, et al, 1992). Although the small sample sizes warrant caution in
interpreting this higher heritability estimate for adopted-apart MZ rwins, a possible
explanation is discussed later.

Model-fitting analyses that simultaneously analyze all the family, adoption, and
twin data summarized in Figure 12.6 yield heritability estimates of about 50 percent



(Chipuer, Rovine, & Plomin, 1990; Loehlin, 1989). It is noteworthy that genetics can
account for half of the variance of a trait as complex as general cognitive ability. In
addition, the total variance includes error of measurement. Corrected for unreliabil-
ity of measurement, heritability estimates would be higher. Regardless of the precise
estimate of heritability, the point is that genetic influence on g is not only statistically
significant, it is also substantial.

These quantitative genetic estimates of heritability of ¢ have been confirmed
using genome-wide complex trait analysis (GCTA). As explained in Chapter 7,
GCTA uses hundreds of thousands of SNPs genotyped on large samples to estimate
heritability directly from DNA. GCTA does not specify which SNPs are associated
with a phenotype. Instead, it relates chance genetic similarity on SNPs to pheno-
typic similarity pair by pair in a large sample of conventionally unrelated individuals.
GCTA applied to g scores for more than 3000 unrelated older individuals estimated
heritability from 40 to 50 percent (Davies et al., 2011), an estimate replicated in other
genomewide association studies ofgin childhood (Benyamin et al., in press; Deary et
al., 2012) as well as adulthood (Chabris et al., in press).

Although heritability could differ in different cultures, it appears that the level of
heritability ofg also applies to populations outside North America and Western Eu-
rope, where most studies have been conducted. Similar heritabilities have been found
in twin studies in Russia (Malykh, Iskoldsky, & Gindina, 2005) and in the former East
Germany (Weiss, 1982), as well as in rural India, urban India, andJapan (Jensen, 1998).
Another interesting finding is that the more a test relates to ¢, the higher are the heri-
tabilities for cognitive test scores (Jensen, 1998). This result has been found in studies
of older twins (Pedersen, McClearn, et al., 1992), in research on individuals with cog-
nitive disability (Spitz, 1988), and in a twin study using information-processing tasks
(Vernon, 1989). These results suggest thatgis the most highly heritable composite of
cognitive tests.

What about high g? In Chapter 11, we saw that most cognitive disability appears
to be the low end of the same genetic and environmental factors that affect indi-
vidual differences throughout the g distribution. The same story appears to apply to
high g, as indicated by the first large-scale twin study of high ¢ (Haworth, Wright,
et al., 2009).

Environmental Influence

If half of the variance of g can be accounted for by heredity, the other half can be
attributed to environment (plus errors of measurement). Some of this environmen-
tal influence appears to be shared by family members, making them similar to one
another. Direct estimates of the importance of shared environmental influence come
from correlations for adoptive parents and children and for adoptive siblings. Par-
ticularly impressive is the correlation of 0.32 for adoptive siblings (see Figure 12.6).
Because they are unrelated genetically, what makes adoptive siblings similar is shared
rearing—having the same parents, the same diet, attending the same schools, and so



on. The adoptive sibling correlation of 0.32 suggests that about a third of the total
variance can be explained by shared environmental influences. The correlation for
adoptive parents and their adopted children is lower (r = 0.19) than that for adoptive
siblings, a result suggesting that shared environment accounts for less resemblance
between parents and offspring than between siblings.

Shared environmental effects are also suggested because correlations for rela-
tives living together are greater than correlations for adopted-apart relatives. Twin
studies also suggest shared environmental influence. In addition, shared environmen-
tal effects appear to contribute more to the resemblance of twins than to that of non-
twin siblings because the correlation of 0.60 for DZ twins exceeds the correlation of
0.47 for nontwin siblings. Twins may be more similar than other siblings because they
shared the same womb and are exactly the same age. Because they are the same age,
twins also tend to be in the same school, even if not the same class, and share many of
the same peers (Koeppen-Schomerus, et al., 2003).

Model-fitting estimates of the role of shared environment for g based on the data
in Figure 12.6 are about 20 percent for parents and offspring, about 25 percent for
siblings, and about 40 percent for twins (Chipuer et al., 1990). The rest of the envi-
ronmental variance is attributed to nonshared environment and errors of measure-
ment. However, when these data are examined developmentally, a different picture
emerges, as discussed later in this chapter.

Assortative Mating

Several other factors need to be considered to obtain a more refined estimate of
genetic influence. One is assortative mating, which refers to nonrandom mating.
Old adages are sometimes contradictory. Do “birds of a feather flock together” or
do “opposites attract™ Research shows that, for some traits, “birds of a feather”
do “flock together,” in the sense that individuals who mate tend to be similar—
although not as similar as you might think. For example, although there is some
positive assortative mating for physical characteristics, the correlations between
spouses are relatively low—about 0.25 for height and about 0.20 for weight (Spuhler,
1968). Spousal correlations for personality are even lower, in the 0.10 to 0.20 range
(Vandenberg, 1972). Assortative mating for ¢ is substantial, with average spousal
correlations of about 0.40 (Jensen, 1978). In part, spouses select each other forgon
the basis of education. Spouses correlate about 0.60 for education, which correlates
about 0.60 with g.

Assortative mating is important for genetic research for two reasons. First, as-
sortative mating increases genetic variance in a population. For example, if spouses
mated randomly in relation to height, tall women would be just as likely to mate with
short men as with tall men. Offspring of the matings of tall women and short men
would generally be of moderate height. How'ever, because there is positive assortative
mating for height, children with tall mothers are also likely to have tall fathers, and
the offspring themselves are likely to be taller than average. The same thing happens



for short parents. In this way, positive assortative mating increases variance in that
the offspring differ more from the average than they would if mating were random.
Even though spousal correlations are modest, assortative mating can greatly increase
genetic variability in a population because its effects accumulate generation after
generation.

Assortative mating is also important because it affects estimates of heritability.
For example, it increases correlations for first-degree relatives. If assortative mating
were not taken into account, it could inflate heritability estimates obtained from stud-
ies of parent-offspring (e.g., birth parents and their adopted-apart offspring) or sibling
resemblance. For the twin method, however, assortative mating could result in under-
estimates of heritability. Assortative mating does not affect MZ correlations because
MZ twins are identical genetically, but it raises DZ correlations because DZ twins are
first-degree relatives. In this way, assortative mating lessens the difference between
MZ and DZ correlations; it is this difference that provides estimates of heritability in
the twin method. The model-fitting analyses described above took assortative mating
into account in estimating the heritability of g to be about 50 percent. If assortative
mating had not been taken into account, its effects would have been attributed to
shared environment.

Nonadditive Genetic Variance

Nonadditive genetic variance also affects heritability estimates. For example, when
we double the difference between MZ and DZ correlations to estimate heritability,
we assume that genetic effects are largely additive. Additive genetic effects occur when
alleles at a locus and across loci “add up” to affect behavior. However, sometimes the
effects of alleles can be different in the presence of other alleles. These interactive
effects are called nonadditive.

Dominance is a nonadditive genetic effect in which alleles at a locus interact
rather than add up to affect behavior. For example, having one PKU allele is not half
as bad as having two PKU alleles. Even though many genes operate with a dominant-
recessive mode of inheritance, much of the effect of such genes can nonetheless be
attributed to the average effect of the alleles. The reason is that, even though hetero-
zygotes are phenotypically similar to the dominant homozygote, there is a substantial
linear relationship between genotype and phenotype.

When several genes affect a behavior, the alleles at different loci can add up to
affect behavior, or they can interact. This type of interaction between alleles at differ-
ent loci is called epistasis. (See Appendix for details.)

Additive genetic variance is what makes us resemble our parents, and it is the
raw material for natural selection. Our parents’ genetic decks of cards are shuffled
when our hand is dealt at conception. We and each of our siblings receive a random
sampling of half of each parent’s genes. We resemble our parents to the extent that
each allele that we share with our parents has an average additive effect. Because we
do not have exactly the same combination of alleles as our parents (we inherit only



one of each of their pairs of alleles), we differ from our parents for nonadditive in-
teractions as a result of dominance or epistasis. The only relatives who will resemble
each other for all dominance and epistatic effects are identical twins, who are identi-
cal for all combinations of genes. For this reason, the hallmark of nonadditive genetic
variation is that first-degree relatives are less than half as similar as MZ twins.

For g, the correlations in Figure 12.6 suggest that genetic influence is largely ad-
ditive. For example, first-degree relatives are just about half as similar as MZ twins.
However, there is evidence that assortative mating for § masks some nonadditive
genetic variance. As indicated in the previous section, assortative mating, which is
substantial for g, inflates correlations for first-degree relatives but does not affect
MZ correlations. When assortative mating is taken into account in model-fitting
analyses, some evidence appears for nonadditive genetic variance, although most
genetic influence on g is additive (Chipuer et al., 1990; Fulker, 1979; Vinkhuyzen,
van der Sluis, Maes, & Posthuma, 2012). Itis very fortunate for attempts to identify ¢
genes that most of the genetic variance is additive. As discussed later, it has been very
difficult to identify genes because their effects at the population level are so small.
However, if genetic effects were nonadditive, this would mean that instead of look-
ing for the additive effects of genes considered individually, it would be necessary to
look for the combined interactive effects of alleles at multiple loci.

The presence of dominance can be seen from studies of inbreeding. (Inbreed-
ing is mating between genetically related individuals.) If inbreeding occurs, offspring
are more likely to inherit the same alleles at any locus. Thus, inbreeding makes it
more likely that two copies of rare recessive alleles will be inherited, including those
for harmful recessive disorders. In this sense, inbreeding reduces heterozygosity by
“redistributing” heterozygotes as dominant homozygotes and recessive homozygotes.
I herefore, inbreeding also alters the average phenotype of a population. Because the
frequency of recessive homozygotes for harmful recessive disorders is increased with
inbreeding, the average phenotype will be lowered.

Inbreeding data suggest some dominance for ¢ because inbreeding lowers 1Q_
(Vandenberg, 1971). Children of marriages between first cousins generally perform
worse than controls. The risk of cognitive disability is more than three times greater
for children of a marriage between first cousins than for unrelated controls (Book,
1957). Children of double first cousins (double first cousins are the children of two
siblings who are married to another pair of siblings) perform even worse (Agrawal,
Sinha, &Jensen, 1984; Bashi, 1977). Nonetheless, inbreeding does not have an appre-
ciable effect in general in the population because it is rare, with the exception of a few
societies and small isolated groups.

An extreme version of epistasis called emergenesis has been suggested as a model
for unusual abilities (Lykken, 2006). Luck of the draw at conception can result in cer-
tain unique combinations of alleles that have extraordinary effects not seen in parents
or siblings. For example, the great racehorse Secretariat was bred to many fine mares
to produce hundreds of offspring. Many of Secretariat’s offspring were good horses,



FIGURE 12.7 About half of the variance of
general cognitive ability can be accounted for
by genetic factors.

thanks to additive genetic effects, but none came even close to the unique combina-
tion of strengths responsible for Secretariat’s greatness. Such genetic luck of the draw
might contribute to human genius as well.

Despite the complications caused by assortative mating and nonadditive genetic
variance, the general summary of behavioral genetic results for g is surprisingly sim-
ple (Figure 12.7). About half of the variance is due to genetic factors. Some, but not
much, of this genetic variance might be nonadditive. Ofthe half of the variance that is
due to nongenetic factors, about half of that is accounted for by shared environmental
factors. The other halfis due to nonshared environment and errors of measurement.
However, during the past decade, it has been discovered that these average results
are largely based on children; results change dramatically during development, as
described in the following section.

Developmental Research

When Francis Galton first studied twins in 1876, he investigated the extent to which
the similarity of twins changed during development. Other early twin studies were
also developmental (Merriman, 1924), but this developmental perspective faded from
genetic research until recent years.

Two types of developmental questions can be addressed in genetic research.
Does heritability change during development? Do genetic factors contribute to de-
velopmental change?

Does Heritability Change during Development?

Try asking people this question: As you go through life, do you think the effects
of heredity become more important or less important? Most people will usually
guess “less important” for two reasons. First, it seems obvious that life events such as
accidents and illnesses, education and occupation, and other experiences accumu-
late during a lifetime. This fact implies that environmental differences increasingly
contribute to phenotypic differences, so heritability necessarily decreases. Second,



most people mistakenly believe that genetic effects never change from the moment
of conception.

Because it is so reasonable to assume that genetic differences become less impor-
tant as experiences accumulate during the course of life, one of the most interesting
findings about ¢ is that the opposite is closer to the truth. Genetic factors become
increasingly important for g throughout an individual’s life span.

For example, an ongoing longitudinal adoption study called the Colorado Adop-
tion Project (Plomin et al, 1997) provides parent-offspring correlations for general
cognitive ability from infancy through adolescence. As illustrated in Figure 12.8, cor-
relations between parents and children for control (nonadoptive) families increase
from less than 0.20 in infancy to about 0.20 in middle childhood and to about 0.30 in
adolescence. The correlations between birth mothers and their adopted-away chil-
dren follow a similar pattern, thus indicating that parent-offspring resemblance forg
is due to genetic factors. Parent-offspring correlations for adoptive parents and their
adopted children hover around zero, which suggests that family environment shared
by parents and offspring does not contribute importantly to parent-offspring resem-
blance for g. These parent-offspring correlations for adoptive parents and their ad-
opted children are slightly lower than those reported in other adoption studies (see
Figure 12.6), possibly because selective placement was negligible in the Colorado
Adoption Project (Plomin & DeFries, 1985).

Twin studies also show increases in heritability from childhood to adulthood
(McCartney, Harris, & Bernieri, 1990; McGue, Bouchard, lacono, & Lykken, 1993;

FIGURE 12.8 Parent-offspring cor-
relations between parents' ¢ scores
and children's g scores for biological,
adoptive, and control parents and
their children at ages 3, 4, 7, 9, 10,
12, 14, and 16. Parent-offspring
correlations are weighted averages
for mothers and fathers to simplify
the presentation. (From “Nature, nurture
and cognitive development from 1to 16
years: A parent-offspring adoption study"
by R. Plomin, D. W. Fulker, R. Corley, &

J. C. Defries. Psychological Science, 8
442-447. © 1997.)



Plomin, 1986). A recent report on a sample of 11,000 pairs of twins, a larger sample
than that in all previous studies combined, showed for the first time that the heritabil-
ity of general cognitive ability increases significantly from 41 percent in childhood
(age 9) to 55 percent in adolescence (age 12) and to 66 percent in young adulthood
(age 17) (Haworth et al., 2010), as shown in Figure 12.9. Although the trend of in-
creasing heritability appears to continue throughout adulthood to about 80 percent
at age 65, some research suggests that heritability declines in later life, perhaps to
about 60 percent after age 80 (Lee, Henry, Trollor, & Sachdev, 2010). 1 he increase in
heritability from childhood to adulthood could explain the higher heritability esti-
mate for adopted-apart MZ twins, mentioned earlier: The adopted-apart MZ twins
were much older than subjects in the other twin and adoption studies summarized in
Figure 12.6.

Why does heritability increase during the life course? Perhaps completely
new genes come to affect ¢ in adulthood. A more likely possibility is that relatively
small genetic effects early in life snowball during development, creating larger and
larger phenotypic effects. For the young child, parents and teachers contribute im-
portantly to intellectual experience; but for the adult, intellectual experience is more
self-directed. For example, it seems likely that adults with a genetic propensity toward

FIGURE 12.9 Twin studies show increasing heritability and decreasing shared environmental
influence for general cognitive ability from childhood to adulthood. A = additive genetic: C =
common or shared environment; E = nonshared environment. (Adapted from Haworth et al., 2010.
Reprinted by permission from Macmillan Publishers, Ltd: Molecular Psychiatry, 15, 1112-1120, © 2011.)



high g keep mentally active by reading, arguing, and simply thinking more than other
people do. Such experiences not only reflect but also reinforce genetic differences,
creating genotype-environment correlation, as described in Chapter 8.

Another important developmental finding is that the effects of shared environ-
ment appear to decrease. Twin study estimates of shared environment are weak be-
cause shared environment is estimated indirectly by the twin method; that is, shared
environment is estimated as twin resemblance that cannot be explained by genetics.
Nonetheless, the twin study illustrated in Figure 12.9 also found that shared environ-
ment effects for g decline from adolescence to adulthood.

The most direct evidence for the important effect of shared environment on
individual differences in ¢ comes from the resemblance of adoptive siblings, pairs of
genetically unrelated children adopted into the same adoptive families. Figure 12.6
indicates an average I(~correlation of0.32 for adoptive siblings. Flowever, these stud-
ies assessed adoptive siblings when they w'ere children. In 1978, the first study of
older adoptive siblings yielded a strikingly different result: The 1Q_correlation was
essentially zero (-0.03) for 84 pairs of adoptive siblings who were 16 to 22 years of
age (Scarr & Weinberg, 1978b). Other studies of older adoptive siblings have found
similarly low 1Q”correlations. The most impressive evidence comes from a ten-year
longitudinal follow-up study of more than 200 pairs of adoptive siblings. At the aver-
age age of 8, the 1Q”correlation was 0.26. Ten years later, the 1Q”correlation was near
zero (Loehlin, Florn, & Willerman, 1989). Figure 12.10 shows the results of studies
of adoptive siblings in childhood and in adulthood (McGue, Bouchard, et al., 1993).

FIGURE 12.10 The correlation for adoptive siblings provides a direct estimate of the impor-
tance of shared environment. For g, the correlation is 0.25 in childhood and -0.01 in adulthood,
a difference suggesting that shared environment becomes less important after childhood. (From
McGue, Bouchard, et al., 1993, p. 67.)
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FIGURE 12.11 From childhood to adulthood, heritability of g increases and shared environ-

ment declines in importance.

In childhood, the average adoptive sibling correlation is 0.25; but in adulthood, the
correlation for adoptive siblings is near zero.

These results represent a dramatic example of the importance of genetic re-
search for understanding the environment. Shared environment is an important fac-
tor for~during childhood, when children are living at home. However, its importance
fades in adulthood as influences outside the family become more salient.

In summary, from childhood to adulthood, the heritability ofg increases and the
importance of shared environment decreases (Figure 12.11).

Do Genetic Factors Contribute to Developmental Change?
The second type of genetic change in development refers to age-to-age change seen
in longitudinal data in which individuals are assessed several times. It is important to
recognize that genetic factors can contribute to change as well as to continuity in de-
velopment. Change in genetic effects does not necessarily mean that genes are turned
on and off during development, although this does happen. Genetic change simply
means that genetic effects at one age differ from genetic effects at another age. For
example, genes that affect cognitive processes involved in language cannot show their
effect until language appears in the second year of life.

The issue of genetic contributions to change and continuity can be addressed by
using longitudinal genetic data, in which twins or adoptees are tested repeatedly. The
simplest way to think about genetic contributions to change is to ask whether changes
in scores from age to age show genetic influence. That is, although ¢ is quite stable
from year to year, some children’s scores increase and some decrease. Genetic factors
account for part of such changes, especially in childhood (Fulker, DeFries, & Plomin,
1988) and perhaps even in adulthood (Loehlin et al, 1989). Still, not surprisingly, most



FIGURE 12.12 Genetic factors (G)
contribute to change as well as con-
tinuity in g during childhood. Shared
environment (Es) contributes only to
continuity. (Adapted from Fulker, Cherny,
& Cardon, 1993.)

genetic effects on ¢ contribute to continuity from one age to the next (Petrill et al.,
2004; Rietveld, Dolan, van Baal, & Boomsma, 2003). Model-fitting analysis (see Ap-
pendix) is especially useful for longitudinal data because of the complexity of having
multiple measurements for each subject. Several types of longitudinal genetic models
have been proposed (Loehlin et al., 1989). A longitudinal model applied to twin and
adoptive sibling data from infancy to middle childhood found evidence for genetic
change at two important developmental transitions (Fulker, Cherny, & Cardon, 1993).
The first is the transition from infancy to early childhood, an age when cognitive abil-
ity rapidly changes as language develops. The second is the transition from early to
middle childhood, at 7 years of age. It is no coincidence that children begin formal
schooling at this age— all theories of cognitive development recognize this as a major
transition. Figure 12.12 summarizes these findings in childhood. Much genetic influ-
ence on ¢ involves continuity. That is, genetic factors that affect infancy also affect
early childhood and middle childhood. However, some new genetic influence comes
into play at the transition from infancy to early childhood. These new genetic factors
continue to affect g throughout early childhood and into middle childhood. Similarly,
new genetic influence also emerges at the transition from early to middle childhood.

Similar results have been reported in analyses from early to middle childhood
(Davis, Haworth, & Plomin, 2009a), from childhood to adolescence (van Soelen et al.,
2011), from early adulthood to middle adulthood (Lyons et al., 2009), and in old age
(Plomin, Pedersen, Lichtenstein, & McClearn, 1994). A surprising amount of genetic
influence on general cognitive ability in childhood overlaps with genetic influence
even into adulthood, as illustrated in Figure 12.13.

FIGURE 12.13 Although genetic
influences on g in childhood are
largely the same as those that af-
fect g in adulthood, there is some
evidence for genetic change.

General cognitive ability



As mentioned earlier in this chapter (see also Box 7.1), genome-wide complex
trait analysis (GCTA) estimates genetic influence by predicting phenotypic similarity
from random SNP similarity for a large sample of unrelated individuals. GCTA has
recently been extended to multivariate analysis of *scores from childhood (age 11) to
late adulthood (age 65 to 79) (Deary et al., 2012). The essence of the multivariate ex-
tension of GCTA is to analyze phenotypic relatedness between each pair of individu-
als on different traits rather than the same trait; in this example, the different traits are
g assessed in childhood and again more than half a century later. Multivariate GCTA
indicated substantial age-to-age genetic continuity (a genetic correlation of 0.62) for
intelligence from childhood to late adulthood. It also showed significant genetic influ-
ence on change: Genetics accounted for nearly a quarter of the variance in cognitive
scores in old age independent of scores in childhood. Both of these developmental
findings are consistent with results from quantitative genetic research on g, although
no longitudinal quantitative genetic studies have extended from childhood to old age.

As discussed earlier, shared environmental influences also affect gin childhood.
Unlike genetic effects, which contribute to change as well as to continuity, longitudi-
nal analysis suggests that shared environmental effects contribute only to continuity.
That is, the same environmental factors shared by relatives affect gin infancy and in
both early and middle childhood (see Figure 12.12). Socioeconomic factors, which
remain relatively constant, might account for this shared environmental continuity.

Identifying Genes

Finding genes associated with g will have far-reaching ramifications at all levels from
DNA to brain to behavior. Despite its complexity, general cognitive ability is a rea-
sonable candidate for molecular genetic research because it is one of the most heri-
table dimensions of behavior. As described in Chapter 11, in our species, more than
250 single-gene disorders include cognitive disability among their symptoms (Inlow
& Restifo, 2004). The major single-gene effects were described in Chapter 11. The
classic example of a single-gene cause of severe cognitive disability is PKU. More
recently, researchers have identified a gene causing the fragile X type of cognitive
disability. A gene on chromosome 19 that encodes apolipoprotein E contributes sub-
stantially to risk for the dementia of late-onset Alzheimer disease.

What about the normal range of general cognitive ability? Some evidence sug-
gests that carriers for PKU show slightly lowered 1Q”scores (Bessman, Williamson, &
Koch, 1978; Propping, 1987). However, differences in the number of fragile X repeats
in the normal range do not relate to differences in 1Q”~(Daniels et al., 1994). It is only
when the number of repeats expands to more than 200 that cognitive disability oc-
curs, as described in Chapter 11. For apolipoprotein E, a meta-analysis of 77 studies
with more than 40,000 healthy subjects shows a weak association with g, primarily in
older people, although this effect may be due to as yet undetected dementia in some
older individuals (Wisdom, Callahan, & Hawrkins, 2011).



Similar to other areas of behavioral genetics, the first attempts to find genes asso-
ciated with gfocused on genes involved in brain function (Payton, 2009). One problem
with such acandidate gene approach is that we often do not have strong hypotheses as
to which genes are true candidate genes. Indeed, the general rule of pleiotropy (each
gene has many effects) suggests that most of the thousands of genes expressed in the
brain could be considered as candidates. Moreover, many genetic associations are in
non-coding regions of DNA rather than in traditional genes, as described in Chapter
10. The maior problem for candidate gene association studies is that reports of asso-
ciations have failed to be replicated, suggesting that published reports of associations
are false-positive results caused by the use of samples underpowered to detect the
small effect sizes that seem to be the source of heritability for complex traits. Strong
support for this conclusion comes from a recent study of nearly 10,000 individuals
that was not able to replicate associations for ten of the most frequently reported
candidate gene associations (Chabris et al, in press).

Another candidate gene strategy for identifying QTL associations forgis to focus
on intermediate phenotypes—often called endophenotypes—that are presumed to be
simpler genetically and thus more likely to yield QTLs of large effect size that can
be detected with small samples (Goldberg & Weinberger, 2004; Winterer & Gold-
man, 2003). As discussed in Chapter 10, although all levels of analysis from genes to
g are important to study in their own right and in terms of understanding pathways
between genes and behavior, it seems unlikely that brain endophenotypes will prove
to be simpler genetically or be more useful in identifying genes associated with gthan
studying ¢ itself (Kovas & Plomin, 2006). Brain imaging research is discussed in the
next chapter.

As discussed in Chapter 9, attempts to find genes associated with complex traits
like g have gone beyond looking for candidate genes to conducting systematic scans
of the genome using linkage and association strategies. Three QTL linkage reports on
g have suggested several different linkage regions, including linkage near the region
of 6p, which is the region that shows linkage with reading disability, as discussed in
Chapter 11 (Dick, Aliev, et al, 2006; Luciano et al, 2006; Posthuma, Luciano, et al,
2005). An early attempt to conduct a systematic association studv of *before microar-
rays became available came up empty-handed (Plomin, Hill, et al, 2001). Microar-
rays have now made it possible to conduct genomewide association (GWA) studies
with hundreds of thousands of SNPs. Similar to results from other GWA studies of
complex traits in the life sciences, GWA studies ofg have not yet identified replicable
associations (Butcher, Davis, Craig, & Plomin, 2008; Davies et al, 2011; Davis et al,
2010; Need et al, 2009). These GWA studies were powered to detect associations
that account for as little as 0.5 percent of the variance, so their results indicate that
the largest effect sizes are likely to account for less than this, which is less than 11Q_
point. Even polygenic prediction using many of the strongest associations in discov-
ery samples explained less than 1percent of the variance ofgin independent samples
(Davies et al, 2011).



As indicated in Chapter 9, one strategy for finding the elusive genes responsible
for the heritability of ¢ is to investigate rarer variants than those currently available
on SNP microarray platforms, which use the most common SNPs with minor allele
frequencies greater than 5 percent because such SNPs are most useful for tagging
the entire genome. Weak associations found for common variants could reflect indi-
rect (“synthetic”) associations between these common SNP variants and rarer genetic
variants of larger effect (Dickson, Wang, Krantz, Hakonarson, & Goldstein, 2010). A
recent study reported that individuals with more deletions that are rare had lower g
scores, although the sample size was small and the finding requires replication (Yeo,
Gangestad, Liu, Calhoun, & Hutchison, 2011). Microarrays with rarer SNPS are
being developed, but research is moving toward sequencing the entire genome so that
all DNA variation can be detected, not just SNPs but also structural variants (Mills
et al., 2011).

Another strategy is to use the common SNPs currently available on microar-
rays with much larger samples in order to detect smaller effect sizes. A consortium
of studies of childhood intelligence with a total sample of nearly 18,000 found no
significant associations for individual SNPs even though an association would need to
account for only 0.25 percent of the variance to reach statistical significance (Benya-
min et al., in press), suggesting that even larger samples will be needed to account for
the missing heritability ofg. However, SNPs in one gene, FNBP1L, were significantly
associated with ¢ when SNPs were analyzed in a gene-based rather than SNP-based
analysis. FNBPLL is interesting for two reasons. First, this gene also emerged as one
of the strongest associations in a GWA study of adults (Davies et al., 2011). Second,
FNBPLL is especially expressed in neurons in developing brains and regulates neu-
ronal morphology. Although GWA studies have not yet identified genes that account
for the heritability of g, GCTA results suggest that it should be possible to identify
most of the heritability using currently available microarrays consisting of common
SNPs—provided the samples are sufficiently large.

Finding genes that account for the heritability of ¢ has important implications
for society as well as for science (Plomin, 1999). The grandest implication for sci-
ence is that g genes will serve as an integrating force across diverse disciplines, with
DNA as the common denominator, and will open up new scientific horizons for un-
derstanding learning and memory. In terms of implications for society, it should be
emphasized that no public policies necessarily follow from finding genes associated
with g because policy involves values. For example, finding genes for g does not mean
that we ought to put all of our resources into educating the brightest children once
we identify them genetically. Depending on our values, we might worry more about
the children falling off the low end of the bell curve in an increasingly technological
society and decide to devote more public resources to those who are in danger of
being left behind. Potential problems related to finding genes associated with g, such
as prenatal and postnatal screening, discrimination in education and employment,
and group differences, have been considered (Newson & Williamson, 1999; Nuffield



Council on Bioethics, 2002). We need to be cautious and to think carefully about
societal implications and ethical issues, but there is also much to celebrate here in
terms of increased potential for understanding our species’ ability to think and learn.

Summary

Selection and inbred strain studies indicate genetic influence on animal learning,
such as the maze-bright and maze-dull selection study of learning in rats. Human
studies of general cognitive ability (g) have been conducted for over a century. Fam-
ily, twin, and adoption studies converge on the conclusion that about half of the total
variance of measures of general cognitive ability can be accounted for by genetic
factors. For example, twin correlations for general cognitive ability are about 0.85
for identical twins and 0.60 for fraternal twins. Heritability estimates are affected by
assortative mating (which is substantial for general cognitive ability) and nonadditive
genetic variance (dominance and epistasis). About half of the environmental variance
for g appears to be accounted for by shared environmental factors.

The heritability of ¢ increases during the life course, reaching levels in adult-
hood comparable to the heritability of height. The influence of shared environment
diminishes sharply after adolescence. Longitudinal genetic analyses ofg suggest that
genetic factors primarily contribute to continuity, although some evidence for genetic
change has been found, for example, in the transition from early to middle childhood.

Attempts to identify some of the genes responsible for the heritability of g have
begun, including candidate gene studies, QTL linkage, and genomewide associa-
tion studies. This research has demonstrated that many genes of small effect are re-
sponsible for the heritability of g. Nonetheless, genome-wide complex trait analysis
(GCTA) indicates that common SNPs can explain most of the heritability of g. A
multivariate extension of GCTA suggests that the same genes affect gin childhood
and in late adulthood.



THIRTEEN

Specific Cognitive Abilities

here is much more to cognitive functioning than general cognitive ability. As

discussed in Chapter 12, cognitive abilities are usually considered in a hierarchi-
cal model (see Figure 12.1). General cognitive ability (g) is at the top of the hierarchy,
representing what all tests of cognitive ability have in common and explaining about
40 percent of the variance of such tests. Below general cognitive ability in the hier-
archy are broad factors of specific cognitive abilities, such as verbal ability, spatial
ability, memory, and speed of processing. These broad factors are indexed by several
tests, such as the assessments of verbal ability and spatial ability in Figure 13.1. The
tests are at the bottom of the hierarchical model. Specific cognitive abilities correlate
moderately with general cognitive ability, but they are also substantially different. In
addition to specific tests, the bottom of the hierarchy can also be considered in terms
of the elementary cognitive processes that are thought to be involved in processing
information from input to storage and then from retrieval to output. Increasingly,
research in this area has employed measures of brain structure and function (Deary
et al, 2010).

This chapter presents genetic research on specific cognitive abilities and their
relationship to general cognitive ability. It also considers the genetics of a real-world
aspect of cognitive abilities, school achievement.

Broad Factors of Specific Cognitive Abilities

More is known about the genetics of the broad factors of specific cognitive abili-
ties than about elementary cognitive processes or brain function (Plomin & DeFries,
1998). The largest family study of specific cognitive abilities, called the Hawaii Fam-
ily Study of Cognition, included more than a thousand families (DeFries et al, 1979).
Like other work in this area, this study used atechnique called factor analysis to iden-
tify the tightest clusters of intercorrelated tests. Four group factors were derived from
15 tests: verbal (including vocabulary and fluency), spatial (visualizing and rotating



(a) Tests of verbal ability

1. Vocabulary: Ineach row, circle the word that means the
same or nearly the same as the underlined word. There is
only one correct choice in each line.

a. arid coarse clever modest  dry
b. piquant fruity pungent harmful  upright

2. Word beginnings and endings: For the next three minutes,
write as many words as you can that start with F and end with M.

3. Things: For the next three minutes, list all the things you can
think of that are flat.

(b) Tests of spatial ability

1. Paper form board: Draw a line or lines showing where the figure
on the left should be cut to form the pieces on the right. There

may be more than one way to draw the lines correctly.

2. Mental rotations: Circle the two objects on the right that are
the same as the object on the left.

3. Card rotations: Circle the figures on the right that can be
rotated (without being lifted off the page) to exactly match the
one on the left.

4. Hidden patterns: Circle each pattern below in which the figure
appears. The figure must always be in this position, not upside
down or on its side.

* FIGURE 13.1 Tests of specific cognitive abilities, such as those used in the Hawaii Family Study
of Cognition, include tasks resembling the ones shown here, (a) The answers for verbal test 1
are (i) dry and (ii) pungent, (b) For spatial test 1, the solution is that, in addition to the rectangle,
only one line is needed: The two corners of a short side of the rectangle touch the circle and

a single line extends the other short side to bisect the circle. The answers for the other spatial



objects in two- and three-dimensional space), perceptual speed (simple arithmetic
and number comparisons), and visual memory (short-term and longer-term recogni-
tion of line drawings). Examples resembling some of the verbal and spatial tests used
in the Hawaii Family Study of Cognition are shown in Figure 13.1.

Figure 13.2 summarizes parent-offspring resemblance for the four factors and
the 15 cognitive tests for two ethnic groups. The most obvious fact is that familial
resemblance differs for the four factors and for tests within each factor. The data wEre
corrected for the unreliability of the tests, so the differences in familial resemblance
were not caused by reliability differences among the tests. For both groups, the verbal
and spatial factors show' more familial resemblance than do the perceptual speed and
memory factors. Other family studies also generally indicate that the greatest familial

FIGURE 13.2 Family study of specific cognitive abilities. Regression of midchild on midparent

for four group factors and 15 cognitive tests in two ethnic groups. (Data from DeFries et al., 1979.)



similarity occurs for verbal ability (DeFries, Vandenberg, & McClearn, 1976). It is not
known why one group consistently shows greater parent-offspring resemblance than
the other. This study is a good reminder of the principle that the results of genetic
research can differ in different populations.

Figure 13.2 also makes another important point: Tests within each factor show
dramatic differences in familial resemblance. For instance, one spatial test, Paper
Form Board, shows high familiality in both groups. The test involves showing how
to cut a figure to yield a certain pattern—for example, how to cut a circle to yield a
triangle and three crescents (Figure 13.1). Another spatial test, Elithorn Mazes, shows
the lowest familial resemblance in both groups. This test involves drawing one line
that connects as many dots as possible in a maze of dots. Although these tests corre-
late with each other and contribute to a broad factor of spatial ability, much remains
to be learned about the genetics of the processes involved in each test.

The results of dozens of early twin studies of specific cognitive abilities are sum-
marized in Table 131 (Nichols, 1978). When we double the difference between the
correlations for identical and fraternal twins to estimate heritability (see Chapter 6),
these results suggest that specific cognitive abilities show slightly less genetic influence
than general cognitive ability. Memory and verbal fluency show lower heritability,
about 30 percent; the other abilities yield heritabilities of 40 to 50 percent. Although
the largest twin studies do not consistently find greater heritabilitv for particular cog-
nitive abilities (Bruun, Markkananen, & Partanen, 1966; Schoenfeldt, 1968), it has been
suggested that verbal and spatial abilities in general show greater heritability than do
perceptual speed and, especially, memory abilities (Plomin, 1988). Estimates of shared

ITABLE 13.1

Average Twin Correlations for Tests of Specific Cognitive Abilities

Twin Correlations Parameter Estimates
Number Identical ~ Fraternal Shared

Ability of Studies Twins Twins Heritability ~ Environment
Verbal

comprehension 27 0.78 0.59 0.38 0.40
Verbal fluency 12 0.67 0.52 0.30 0.37
Reasoning 16 0.74 0.50 0.48 0.26
Spatial

visualization kil 0.64 041 0.46 0.18
Perceptual

speed 15 0.70 0.47 0.46 0.24
Memory 16 0.52 0.36 0.32 0.20

source: Nichols (1978). Estimates o heritability and shared
environment were calculated from the twin correlations.



environment vary from 18 to 40 percent. Earlier twin studies of specific cognitive abili-
ties have been reviewed in detail elsewhere (DeFries et al., 1976).

Two studies of identical and fraternal twins reared apart provide additional sup-
port for genetic influence on specific cognitive abilities. One is a U.S. study of 72
reared-apart twin pairs of awide age range in adulthood (McGue & Bouchard, 1989);
the other is a Swedish study of older twins (average age of 65), including 133 reared-
apart twins and 142 control twin pairs reared together (Pedersen, Plomin, Nessel-
roade, & McClearn, 1992). Both studies show significant heritability estimates for all
four specific cognitive abilities. As shown in Table 13.2, the heritability estimates are
generally higher than those implied by the twin results summarized in Table 13.1.
This discrepancy may be due to the trend, discussed in Chapter 12, for heritability
for cognitive abilities to increase during the life span; the reared-apart twins (Table
13.2) are older than the twins reared together (Table 13.1). In both studies, the lowest
heritability is found for memory.

As described in Chapter 12, twin studies of general cognitive ability appear to
indicate the influence of shared environment in the sense that twin resemblance can-
not be explained entirely by heredity. However, it was noted that both identical and
fraternal twins experience more similar environments than do nontwin siblings. For
this reason, twin studies inflate estimates of shared environment in studies of general
cognitive ability. Adoption designs generally suggest less shared environmental influ-
ence, especially after childhood. The twin correlations in Table 13.1 also imply sub-
stantial influence of shared environment for specific cognitive abilities. In contrast,
the two studies of twins reared apart, which also included control samples of twins
reared together, found that shared environment has little influence. That is, twins
reared apart were almost as similar as twins reared together.

Studies of adoptive relatives can provide a direct test of shared environment,
but only two adoption studies of specific cognitive abilities have been reported. One
study found little resemblance for adoptive parents and their adopted children or for
adoptive siblings on subtests of an intelligence test, except for vocabulary (Scarr &

TABLE

Heritability Estimates for Specific Cognitive Abilities in Two Studies
of Twins Reared Apart

Heritability Estimate

Ability McGue & Bouchard (1989) Pedersen, Plomin, et al. (1992)
Verbal 0.57 0.58
Spatial 0.71 0.46
Speed 0.53 0.58

Memory 0.43 0.38



Weinberg, 1978a). Thus, this study supports the results of the two twins-reared-apart

adoption studies in suggesting that shared environment has little influence on specific
cognitive abilities. Like the twin and twins-reared-apart studies, this adoption study
found evidence for genetic influence, in that nonadoptive relatives showed greater
resemblance than did adoptive relatives.

Specific cognitive abilities are central to a 30-year longitudinal adoption study
called the Colorado Adoption Project (Petrill et al, 2003). Figure 13.3 summarizes
parent-offspring results for verbal, spatial, processing speed, and memory abilities
from early childhood through adolescence (Plomin et al, 1997). Mother-child and
father-child correlations were averaged for both adoptive and control (nonadoptive)

FIGURE 13.3 Parent-offspring correlations for factor scores for specific cognitive abilities for
adoptive, biological, and control parents and their children at 3, 4, 7, 9, 10, 12, 14, and 16 years
of age. Parent-offspring correlations are weighted averages for mothers and fathers. The A/s range
from 33 to 44 for biological fathers, 159 to 180 for biological mothers, 153 to 197 for adoptive
parents, and 136 to 217 for control parents. (From " Nature, nurture and cognitive development from 1 to

16 years: A parent-offspring adoption study" by R Plomin, D W. Fulker, R. Corley, & J. C. DeFries. Psychological
Science, 8, 442-447. © 1997. Used with permission of Psychological Science.)



FIGURE 13.4 Family, twin, and adoption results for verbal and spatial abilities. The family study
results are from the nearly 1000 Caucasian families in the Hawaii Family Study of Cognition, with
parent-offspring correlations averaged for mothers and fathers rather than the regression of mid-
child on midparent shown in Figure 13.2 (DeFries et at, 1979). The adoption data are from the
Colorado Adoption Project, with parent-offspring correlations shown when the adopted children
were 16 years old and adoptive sibling correlations averaged across 9 to 12 years (Plomin et at,
1997). The adopted-apart MZ twin data are averaged from the 95 pairs reported by Bouchard
et al. (1990) and Pedersen, Plomin, et al. (1992). The twin study correlations are based on more
than 1500 pairs of wide age ranges in seven studies from four countries (Plomin, 1988). (From
"Human behavioral genetics of cognitive abilities and disabilities” by R. Plomin & I. W. Craig (1997), BiOESSﬁyS,
19, 1117-1124. Used with permission of BioEssays, ICSU Press.)
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families. For each ability, biological parent-adopted child and control parent-control
child correlations tend to increase as a function of age. In contrast, adoptive parent-
adopted child correlations do not differ substantially from zero at any age. These
results indicate increasing heritability and no shared environment.

The results for family, twin, and adoption studies of verbal and spatial ability are
summarized in Figure 13.4. The results converge on the conclusion that both verbal
and spatial ability show substantial genetic influence but only modest influence of
shared environment.

Multivariate Genetic Analysis

Although all specific cognitive abilities are heritable, to what extent are different
abilities influenced by the same genes? The hierarchical model of cognitive abilities
(see Figure 12.1) is a description of the phenotypic architecture of cognitive abilities.
To what extent is the genetic architecture similar? Multivariate genetic analysis can
address this question by going beyond the analysis of the variance of a single vari-
able to consider genetic and environmental sources of covariance between traits (see
Chapter 7 and Appendix). It yields a key statistic called the genetic correlation, which
indexes the extent to which genetic influences on one trait also affect another trait. A
high genetic correlation implies that if a gene is associated with one trait, there is a
good chance that this gene would also be associated with the other trait.

Multivariate genetic analyses of specific cognitive abilities suggest that genetic
influences create a hierarchical structure of cognitive abilities that is even stronger
than the phenotypic structure (Petrill, 1997). The most surprising finding is how
high the genetic correlations are among diverse cognitive abilities such as verbal,
spatial, and memory. On average, genetic correlations exceed 0.50 in childhood (Alar-
con, Plomin, Fulker, Corley, & DeFries, 1999; Cardon, Fulker, DeFries, & Plomin,
1992; Labuda, DeFries, & F'ulker, 1987; Luo, Petrill, & Thompson, 1994; Petrill, Luo,
Thompson, & Detterman, 1996; Thompson, Detterman, & Plomin, 1991), adoles-
cence (Luciano et al., 2003; Rijsdijk, Vernon, & Boomsma, 2002), adulthood (F'inkel &
Pedersen, 2000; Martin & Eaves, 1977; Pedersen, Plomin, & McClearn, 1994; Tambs,
Sundet, & Magnus, 1986), and old age (Petrill et al., 1998). These genetic correlations
of 0.50 or greater provide strong support for genetic ¢, but they also indicate that
there are some genetic effects specific to each of the specific cognitive abilities be-
cause the genetic correlations are far less than 1.0. In addition, longitudinal analyses
suggest that genetic correlations among specific cognitive abilities increase during
development (Price, Dale, & Plomin, 2004; Rietveld, Dolan, et al., 2003). This finding
suggests that the developmental rise in heritability of g described in Chapter 12 is
due to genes that have increasingly general effects across specific cognitive abilities.

A possible exception to the hierarchical model is memory of human faces. Two
recent twin studies reported that memory of human faces is heritable and only mod-
estly correlated phenotypically with g(Wilmer et al., 2010; Zhu, Song, et al., 2010).



These results have been used to claim that genetic influence on face perception is
highly specific, that is, not part of the hierarchical model. However, in these twin
studies, genetic correlations between face perception and g were not reported, so it
remains to be seen whether memory of faces is in fact genetically independent of
other cognitive abilities.

Information-Processing Measures

Research on the genetics of specific cognitive abilities has also used laboratory tasks
developed by cognitive psychologists to assess how information is processed (Deary,
2000). One early twin study focused on speed-of-processing measures, such as rapid
naming of objects and letters (Ho, Baker, & Decker, 1988). These measures are similar
to those used to assess the specific cognitive ability factor of perceptual speed. The
results of this twin study yield evidence for moderate genetic influence. More tradi-
tional reaction-time measures of information processing also show genetic influence
in twin studies (Finkel & McGue, 2007) and in a study of twins reared apart (McGue
& Bouchard, 1989).

A study of 287 twin pairs aged 6 to 13 (Petrill, Thompson, & Detterman, 1995)
used a computerized battery of elementary cognitive tasks designed to test a theory
that general cognitive ability is a complex system of independent elementary processes
(Detterman, 1986). For example, a speed-of-processing factor was assessed by tasks such
as decision time in stimulus discrimination. As shown in F'igure 135, a probe stimulus
is presented above an array of six stimuli, one of which matches the probe. The task is
simply to touch as quickly as possible the stimulus that matches the probe. Information-
processing tasks can subtract movement time from reaction time to obtain a purer mea-
sure of the time required to make the decision. In this study, a measure of decision time
based on stimulus discrimination was highly reliable. Despite the simplicity of the task,

FIGURE 13.5 Discrimination task in which the subject simply picks the stimulus from the six
below that matches the target above.



it correlates —0.42 with 1Q. That is, shorter decision times are associated with higher
IQ"scores. Twin correlations for this measure of decision time were 0.61 for identical
twins and 0.39 for fraternal twins, yielding a heritability of about 45 percent and about
15 percent influence of shared environment. The battery included other measures such
as simple reaction time, learning, and memory, most of which showed more modest
heritability, ranging down to zero heritability for simple reaction time. Estimates of
shared environment also varied widely for the various measures.

Another example is a study of 300 adult twin pairs in which two classic elemen-
tary cognitive tasks were assessed: Sternberg’s memory scanning and Posner’s letter
matching (Neubauer, Spinath, Riemann, Borkenau, & Angleitner, 2000). In the Stern-
berg measure, a random sequence of one, three, or five digits is presented. A target
digit is shown, and the task is to indicate as quickly as possible whether the target
digit was part of the previously shown set. Reaction time increases linearly from one
to three to five digits and is assumed to index the added load for short-term memory.
In the Posner task, pairs of letters are shown with the same physical and name identi-
ties (A-A), different physical but same name identity (A-a), or different physical and
name identities (A-b). The task is to indicate whether the pairs of letters are exactly
the same or different in some way. The difference in reaction times for name identity
and physical identity is assumed to indicate the time needed for retrieval from long-
term memory. These reaction time measures correlate about —0.40 with 1Q,, that is,
individuals with higher 1Qs respond more quickly. MZ and DZ twin correlations for
these five tasks are show™ in Figure |3.6. An interesting result is that the more com-
plex tasks such as the five-digit set of the Sternberg measure and the name identity
task of the Posner measure showed heritabilities of about 50 percent. In contrast, the
simpler tasks showed much lower heritabilities: 6 percent for the one-digit set of the

FIGURE 13.6 MZ and DZ correlations for two elementary cognitive tasks. See text for a descrip-
tion of the measures. (RT, reaction time.) The § measure was an unrotated principal component
score derived from standard psychometric tests. (Adapted from Neubauer, Sange, & Pfurtscheller, 1999.)



Sternberg measure and 28 percent for the physical identify task of the Posner measure.
A meta-analysis of nine twin studies of reaction-time measures supports the finding
that heritability increases as complexity of the task increases (Beaujean, 2005). More
recent twin studies using measures of information processing continue to find greater
heritability for more complex processing tasks (Singer, MacGregor, Cherkas, & Spec-
tor, 2006; Vinkhuyzen, van der Sluis, Boomsma, de Geus, & Posthuma, 2010).

These information-processing measures also suggest a hierarchical structure in
that multivariate genetic analyses reveal substantial general as well as some specific
genetic effects within the domain of information processing and between informa-
tion-processing and traditional psychometric measures of cognitive abilities (Plomin
& Spinath, 2002). For example, in the information-processing study just described
(Figure 13.6; Neubauer et al., 1999), although the two measures were intended to
assess very different processes (short-term memory and retrieval from long-term
memory), their genetic correlation was 0.84, indicating substantial genetic overlap
between these tasks. Moreover, the genetic correlation between a composite based
on the two information-processing measures and psychometric g was 0.67 (Plomin
& Spinath, 2002). Results supporting the genetic underpinnings of the hierarchical
model have also been found for other information-processing measures (Lee et al.,
2012; Luciano et al.,, 2001; Posthuma, de Geus, & Boomsma, 2001; Rijsdijk, Vernon,
& Boomsma, 1998).

Working Memory Model

Although cognitive psychology models of information processing have developed
separately from the psychometric hierarchical model, they have evolved in a similar
direction. The most widely cited model, called the working memory model, assumes a cen-
tral executive system that regulates other subsystems involved in attention, short-term
and long-term memory, and other processes (Baddeley, 2007). Twin studies suggest that
measures of executive function and working memory are highly heritable (Blokland et
al., 2011; Friedman et al., 2008; Panizzon et al., 2011). Although specific tests of these
cognitive processes are only moderately correlated with g (Ackerman, Beier, & Boyle,
2005; Friedman et al., 2006), composite measures correlate substantially with g(Colom,
Rebollo, Abad, & Shih, 2006). One study reported a genetic correlation of 0.57 between
a general executive function factor and I(X(Friedman et al., 2008), but more research is
needed to understand the genetic relationships between these cognitive processes and
the hierarchical model that has emerged from psychometric tests of cognitive abilities.

Imaging Genetics

Attempts to investigate even more basic processes have led to studies of speed of
nerve conduction and brain wave (EEG) measures of event-related potentials. Twin
studies of speed of peripheral nerve conduction velocity show high heritability



but little correlation with cognitive measures (Rijsdijk & Boomsma, 1997; Rijsdijk,
Boomsma, & Vernon, 1995). Twin studies of event-related potentials assessed by
EEG yield widely varying heritability estimates across cortical sites, measurement
conditions, and age, although much of this inconsistency could be due to the use of
small samples (Hansell et al., 2005; van Baal, de Geus, & Boomsma, 1998). An EEG
measure called central coherence; which assesses the connectivity between cortical re-
gions and is thought to contribute to autism (Happe & Frith, 2006), shows substantial
heritability in childhood (van Baal et al., 1998) and adolescence (Van Beijsterveldt,
Molenaar, de Geus, & Boomsma, 1998), as does an EEG measure of brain oscillations
(Anokhin, Muller, Lindenberger, Heath, & Myers, 2006). However, the genetic as well
as phenotypic correlations are low between cognitive abilities and peripheral nerve
conduction (Rijsdijk & Boomsma, 1997) and these EIEG measures (Posthuma, Neale,
Boomsma, & de Geus, 2001; van Baal, Boomsma, & de Geus, 2001).

Magnetic resonance imaging (MR1) and other brain imaging techniques provide
greater resolution of brain regions and stronger correlations with cognitive abilities.
Combining such brain imaging techniques with genetics has led to a new field called
imaging genetics (Thompson, Martin, & Wright, 2010). Imaging genetics research
began with brain structure, which can be assessed more reliably than brain function.
One of the most robust findings is that total brain volume, as well as the volume of
most brain regions, correlate moderately (-0.40) w'ith cognitive abilities (Deary et al.,
2010). Twin studies have found strong genetic influences on individual differences
in the size of many brain regions (Pennington et al., 2000; Thompson et al., 2001).
Multivariate genetic twin analyses indicate that the correlation between these mea-
sures of brain structure and cognitive ability is largely genetic in origin (Betjemann
et al.,, 2010; Hulshoff Pol et al., 2006; Peper, Brouwer, Boomsma, Kahn, & Hulshoff
Pol, 2007; Posthuma et al., 2002) and that most of these genetic effects are explained
by total brain volume rather than by the volume of specific brain regions (Schmitt et
al., 2010). Twin studies have recently mapped the surface and thickness of areas of
cortical brain regions in terms of the genetic correlations among the regions (Chen et
al., 2011; Eyler et al., 2011; Rimol et al., 2010). Other more specific measures of brain
structure are beginning to be explored, such as asymmetries between the two hemi-
spheres of the brain (Jahanshad et al., 2010). For example, individual differences in
the degree of thinning of the cerebral cortex during adolescence are highly heritable
(Joshi et al., 2011; van Soelen et al., 2012) and are related to cognitive abilities (Shaw
et al., 2006). New structural measures of connectivity also show' high heritability and
strong correlations with cognitive abilities (Chiang et al., 2009).

Functional imaging studies identify regions of brain activation in response to
tasks. A surprising finding is that high cognitive ability is associated with less brain
activation, presumably because these brains are more efficient (Neubauer & Fink,
2009). Similar to structural imaging results, functional imaging research suggests that
activation occurs across diverse brain regions rather than being restricted to a single
brain region (Deary et al., 2010). Twin studies are beginning to untangle genetic and



environmental sources of these effects. For example, twin studies using functional
MRI (fMRI) have found moderate heritability for individual differences in activa-
tion of several brain regions during cognitive tasks (Blokland et al, 2011; Koten et
al, 2009). fMRI twin studies ol functional connectivity between regions of the brain
also indicate moderate heritability (Posthuma, de Geus, et al, 2005). A collaborative
Human Connectome Project has begun that will provide a comprehensive map of
the structural and functional connections between parts of the brain and cognitive
abilities in a sample of 1200 twins and their siblings (Schlaggar, 2011). Multivariate
genetic analysis is beginning to be used to map genetically driven patterns of activ-
ity across brain regions (Park, Shedden, & Polk, 2012). The goal is to understand the
genetic and environmental etiologies of individual differences in brain structure and
function as they relate to cognitive abilities (Karlsgodt, Bachman, Winkler, Bearden,
& Glahn, 2011).

School Achievement

At first glance, tests of school achievement seem quite different from tests of specific
cognitive abilities. School achievement tests focus on performance in specific subjects
taught at school, such as literacy (reading), numeracy (mathematics), and science.
However, although some subjects, such as history, largely require learning facts, oth-
ers, such as reading, mathematics, and science, are more similar to cognitive abilities
because they also involve more general cognitive processes beyond specific content.
In the case of reading, most children quickly progress in the early school years from
learning to read to reading to learn, that is, to using reading as a domain-general
cognitive process. One difference is that the fundamentals of reading are taught in
school, whereas the specific cognitive abilities discussed earlier—such as verbal, spa-
tial, memory, and perceptual speed abilities—are not taught explicitly. Nonetheless,
as we shall see, multivariate genetic research finds considerable genetic overlap be-
tween domains of school achievement and specific cognitive abilities.

The word achievement itself implies that school achievement is due to dint of ef-
fort, assumed to be an environmental influence, in contrast to ability, for which genetic
influence seems more reasonable. For the past half-century, the focus of educational
research has been on environmental factors, such as characteristics of schools, neigh-
borhoods, and parents. Hardly any attention has been given to the possibility that ge-
netic influences on the characteristics of children affect learning in school (Haworth
& Plomin, 2011; Wooldridge, 1994). However, given the strong evidence for genetic
influence on general cognitive ability, described in the previous chapter, and on spe-
cific cognitive abilities, described earlier in this chapter, it seems reasonable to expect
that genetics contributes to individual differences in learning in schools. Moreover,
behavioral genetics can go beyond the rudimentary nature-nurture question to ask
questions about “how” rather than “how much.” For example, we can explore the
genetic and environmental etiology of links with cognitive abilities, links between the



normal (learning abilities) and abnormal (learning disabilities), and links with devel-
opmental changes. Such questions about school achievement have been the target of
much behavioral genetic research in the past decade. Reading and mathematics dis-
abilities were discussed in Chapter 11, but the present discussion considers the nor-
mal range of individual differences in these and other aspects of school achievement.

The most well studied area by far is reading ability (Olson, 2007). As shown in
Figure 13.7, a meta-analysis of a dozen twin studies indicates that reading-related
processes such as word recognition, spelling, and reading comprehension show sub-
stantial genetic influence, with all average heritability estimates within the narrow
range of 0.54 to 0.63 (Harlaar, 2006). General reading composites from such tests
yield an average heritability estimate of 0.64. (See Figure 13.7.) Similar results have
been reported recently for a twin study in China, despite the different orthography
of Chinese (Chow, Ho, Wong, Waye, & Bishop, 2011).

Although it wbuld be reasonable to expect that learning to read (e.g., word rec-
ognition) might be less heritable than reading to learn (e.g., reading comprehension),
reading ability in the early school years is also highly heritable (Harlaar, Hayiou-
Thomas, & Plomin, 2005; Petrill et al., 2007). Even pre-reading skills such as pho-
nological awareness, rapid naming, and verbal memory show substantial genetic
influence (Hensler et al.,, 2010; Samuelsson et al., 2007). Twin studies of genotype-
environment interaction reported lower heritability of reading ability for families in
low-income neighborhoods (Taylor & Schatschneider, 2010) and greater heritability
of reading ability for students with better teachers, which was assessed as the aver-
age improvement in reading by each twin’s class (Taylor, Roehrig, Hensler, Connor,
& Schatschneider, 2010). Although, as in the latter study, improvement in reading
and other aspects of academic performance have been used as indices of the quality

FIGURE 13.7 Meta-analysis of
heritabilities of reading-related
processes. The circles indicate the
average heritability, and the lines
around the circles indicate the
95 percent confidence intervals.
(Adapted from Harlaar, 2006.)

Heritabilities



TAB 1e 13.3
Twin Correlations for Report Card Grades for 13-Year-0lds

Twin Correlation Parameter Estimates
Subject Identical Fraternal Shared
Graded Twins Twins Heritability Environment
History 0.80 0.51 0.58 0.22
Reading 0.72 0.57 0.30 0.42
Writing 0.76 0.50 0.52 0.24
Arithmetic 0.81 0.48 0.66 0.15

source: Husen (1959). Estimates of heritability and shared environment
were calculated from the twin correlations.

or “added value” of teachers and schools, another twin study showed that improve-
ment in academic performance is just as heritable as initial performance, meaning
that “added value” cannot be considered a purely environmental measure (Haworth,
Asbury, Dale, & Plomin, 2011). An interesting analysis across countries suggests that
heritability of reading ability in first grade is similar in Australia, Scandinavian coun-
tries, and the United States (Samuelsson et al., 2008).

What about other academic subjects? One of the earliest studies used report card
grades in an analysis of data from more than a thousand 13-year-old twins in Sweden

(Husen, 1959). Twin correlations for history, reading, writing, and arithmetic (Table
13.3) indicate heritability estimates from 30 to 66 percent and shared environment
estimates from 15 to 42 percent. Another early twin study of high school-age twins

ITABLE 13.4
Twin Correlations for School Achievement Tests in High School

Twin Correlation Parameter Estimates
Test Identical Fraternal Shared
Subject Twins Twins Heritability Environment
Social studies 0.69 0.52 0.34 0.35
Natural sciences 0.64 0.45 0.38 0.26
English usage 0.72 0.52 0.40 0.32
Mathematics 0.71 0.51 0.40 031

source: Loehlin & Nichols (1976). Estimates of heritability and shared
environment were calculated from the twin correlations.



in the United States obtained data from the National Merit Scholarship Qualifying
Test for 1300 identical and 864 fraternal twin pairs (Loehlin & Nichols, 1976). The
twin correlations shown in Table 13.4 yield heritabilities of about 0.40 and shared en-
vironment estimates of about 0.30. Similar results for adolescents have been obtained
in the Netherlands (Bartels, Rietveld, van Baal, & Boomsma, 2002b) and in Australia
(Wainwright, Wright, Luciano, Geffen, & Martin, 2005).

As with reading, other aspects of early school achievement are also substantially
heritable. In a longitudinal study of more than 2000 twin pairs in the United King-
dom, teachers assessed second-graders, using criteria based on the UK National Cur-
riculum for English, mathematics, and science, at 7, 9, and 10 years of age (Kovas,
Haworth, Dale, et al, 2007). As shown in Table 13.5, twin correlations are remarkably
consistent across subjects and across ages, suggesting heritabilities of about 0.60 and
shared environment of only about 0.20, despite the fact that the twins grew up in the
same family, attended the same school, and were often taught by the same teacher in
the same classroom.

As mentioned earlier, behavioral genetics can go beyond the nature-nurture ques-
tion of “how much.” The first example concerns the genetic links between the normal
(learning abilities) and abnormal (learning disabilities). This topic was addressed in
relation to cognitive disability in Chapter 11, where DF extremes analysis was intro-
duced (Box 11.1) and we noted that research using this method has led to the conclu-
sion that what we call abnormal may be part of the normal distribution. That is, mild
cognitive disability is the low end of the same genetic and environmental influences

1TA BLE 13.5

Twin Correlations for UK National Curriculum Ratings at 7, 9,
and 10 Years

Twin Correlation Parameter Estimates
Identical Fraternal Shared

Subject Twins Twins Heritability Environment
English 7 years 0.82 0.50 0.64 0.18
9 years 0.78 0.46 0.64 0.14
10 years 0.80 0.49 0.62 0.18
Math 7 years 0.78 0.47 0.62 0.16
9 years 0.76 0.41 0.70 0.06
10 years 0.76 0.48 0.56 0.20
Science 9 years 0.76 0.44 0.64 0.12
10 years 0.76 0.57 0.38 0.38

sourck: Kovas, Haworth, Dale, et al. (2007).



responsible for variation in the normal distribution of general cognitive ability. In
other words, mild cognitive disability is not really a disorder—it is the low end of the
normal distribution. Similar results have been found for abilities and disabilities in
reading, language, and mathematics (Plomin & Kovas, 2005). DF extremes analyses of
the data presented in Table 135 support the conclusion that the abnormal is normal
across domains and ages (Kovas, Haworth, Dale, et al., 2007).

A second example involves developmental change and continuity in genetic and
environmental influences. As discussed in Chapter 12 in relation to general cognitive
ability, two types of developmental questions can be asked: Does heritability change
during development? Do genetic factors contribute to developmental change? In the
case of general cognitive ability, the answer to the first question is yes, but for school
achievement the answer appears to be no, as suggested, for example, by the results in
Table 13.5. However, studies with a larger age range for school achievement measures
w'ould be necessary to answer this question more definitely. For general cognitive abil-
ity, the answer to the second question is that genetic factors largely contribute to con-
tinuity even from childhood to adulthood, although some evidence for genetic change
exists, especially during the transition to school. Results appear to be similar for school
achievement: Genetics appears to contribute largely to continuity, with some evidence
for genetic change (Bartels, Rietveld, van Baal, & Boomsma, 2002a; Byrne et al., 2007;
Petrill et al., 2007), especially during the transition to school (Byrne et al, 2005, 2009).
Forexample, longitudinal analyses of the data in Table 13.5 yielded age-to-age genetic
correlations from 7 to 10 years of age of about 0.70 (Kovas, Haworth, Dale, et al., 2007).
Even preschool speech and language at 4 years of age is related to reading at 10 years
of age largely for genetic reasons (Hayiou-Thomas, Harlaar, Dale, & Plomin, 2010).

A third example is multivariate genetic analysis among learning abilities and be-
tween learning abilities and general cognitive ability, which has been a major focus of
research in recent years. Earlier in this chapter, multivariate genetic research on specific
cognitive abilities was presented which suggested that most genetic effects are general
although some effects are specific, in line with the hierarchical model. An even stronger
hierarchical model is emerging from multivariate genetic research on learning abilities:
Genetic correlations are very high within and between learning abilities. For example,
the many processes related to reading (see Figure 13.7) show substantial genetic over-
lap (Harlaar et al., 2010), as do different mathematics abilities (Kovas, Haworth, Petrill,
et al., 2007). In addition, these general effects within domains extend across domains. In
a review of such studies, genetic correlations varied from 0.67 to 1.0 between reading
and language (five studies), 0.47 to 0.98 between reading and mathematics (three stud-
ies), and 0.59 to 0.98 between language and mathematics (two studies) (Plomin & Kovas,
2005). The average genetic correlation across all of these studies was about 0.70. Ge-
netic correlations among the measures shown in Table 13.5 are 0.79 on average (Kovas,
Haworth, Dale, et al., 2007). A recent study of more than 5000 pairs of 12-year-old
twins tested online on a Web-based battery of measures of reading, mathematics, and
language found high genetic correlations of 0.75, 0.78, and 0.91 between latent factors



of these learning abilities, as shown in Figure 13.8 (Davis, Haworth, & Plomin, 2009b).
Other recent twin studies continue to find that genetic overlap across learning abilities
is substantial (Hart, Petrill, Thompson, & Plomin, 2009).

Could this general genetic factor that affects scores on diverse tests of school
achievement be general cognitive ability? The results in Figure 13.8 suggest that the
strong genetic correlations among learning abilities extend to general cognitive ability,
with genetic correlations of 0.86, 0.88, and 0.91. Other multivariate genetic research
has found similar results, although genetic correlations are somewhat lower because
the results shown in Figure 13.8 are based on latent factors, which are more reliable.
Multivariate genetic analyses between tests of school achievement and general cogni-
tive ability suggest that genetic effects on school achievement test scores show moder-
ate genetic correlations with general cognitive ability but that the genetic correlations

FIGURE 13.8 Genetic correlations among learning abilities and g A = additive genetic effects;
C = shared (common) environmental effects; E = nonshared environmental effects. Squares
represent measured traits; circles represent latent factors. Multiple tests are used to index latent
factors of g, reading, mathematics, and language. The lower tier of arrows represents factor load-
ings of the tests on the latent factor. The second tier of coefficients represents the genetic and
environmental components of the variance of the latent variables— the path coefficients in this
path diagram are the square roots of these coefficients. The curved arrows at the top represent
correlations between genetic influences. (From "Learning abilities and disabilities: Generalist genes in
early adolescence" by O. S. P Davis, C. M. A. Haworth & R Plomin (2009b), COgnitiVE NeuropsyChiatry, 14,
312-331. Reprinted by permission of the publisher (Taylor & Francis Ltd., http://www.tandf co.uk/journals).)
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are higher among the school achievement measures. For example, based on the school
achievement measures listed in Table 13.5, the average genetic correlation is 0.61 be-
tween the school achievement measures and general cognitive ability, in contrast to the
average genetic correlation of 0.79 between the school achievement measures (Kovas,
Haworth, Dale, et al., 2007). A multivariate genetic analysis of several reading-related
processes yielded an average genetic correlation of 0.51 with general cognitive ability,
considerably lower than the average genetic correlation of 0.76 among the reading-
related processes (Gayan & Olson, 2003). A review of a dozen such studies reached
a similar conclusion, with average genetic correlations of about 0.70 between school
achievement measures and about 0.60 between these measures and general cognitive
ability (Plomin & Kovas, 2005). These high genetic correlations suggest a “top-heavy”
hierarchical model in the sense that most genetic effects are general across learning
and cognitive abilities but some genetic variance is specific to group factors such as
reading and mathematics and some genetic variance is specific to the individual tests.
It has been suggested that information-processing speed, discussed earlier, may be key
to these general genetic effects (Willcutt, Pennington, et al., 2010).

Identifying Genes

As mentioned in earlier chapters, research has begun to identify specific genes as-
sociated with cognitive disabilities such as dementia and reading disability (Chapter
11) and with general cognitive ability (Chapter 12). DF extremes results mentioned
in the previous section suggest that QTLs associated with learning disabilities such as
reading disability are also likely to be associated with learning abilities such as read-
ing ability, that is, with variation throughout the distribution.

QTL linkage analyses of specific cognitive abilities and school achievement in
the normal range have reported weak linkages for a memory task (Singer, Falchi, Mac-
Gregor, Cherkas, & Spector, 2006), reading ability and spelling (Bates et al., 2007),
and academic achievement (Wainwright et al., 2006). Genomewide association studies
have also begun to be reported for specific cognitive abilities, including reading ability
(Luciano, Montgomery, Martin, Wright, & Bates, 2011; Meaburn et al., 2008), math-
ematics ability (Docherty, Davis, et al., 2010), memory tasks (Papassotiropoulos et al.,
2006), and information-processing measures (Cirulli et al., 2010; Luciano, Hansell, et
al., 2011; Need et al., 2009). These first genomewide association studies suggest a fa-
miliar refrain: No associations of sufficiently large effect size have emerged that reach
genomewide significance, suggesting that heritability is caused by many genes of small
effect. As in other domains, the major strategy for identifying these genes of small
effect is to increase the sample sizes by conducting meta-analyses across studies. A
recent remarkable example is a meta-analysis of nearly 20,000 individuals with struc-
tural MRI data from 17 studies, which identified with genomewide significance a SNP
associated with hippocampal volume and another SNP associated with intracranial
volume; the latter SNP was also associated with general intelligence (Stein et al., 2012).



Summary

Family studies of specific cognitive abilities, most notably the Hawaii Family Study
of Cognition, show greater familial resemblance for verbal and spatial abilities than
for perceptual speed and memory. Tests within each ability vary in their degree of fa-
milial resemblance. Twin studies indicate that most of this familial resemblance is ge-
netic in origin, as do studies of identical twins reared apart. Developmental analyses
of adoption data indicate that heritability increases during childhood. The results for
family, twin, and adoption studies of verbal and spatial ability, summarized in Figure
13.4, converge on the conclusion that both verbal and spatial ability show substantial
genetic influence but only modest influence of shared environment. Other cognitive
abilities, especially certain types of memory, may be less heritable.

Multivariate genetic research suggests that the hierarchical model of cognitive
abilities is largely genetic in origin. That is, genetic correlations among diverse cog-
nitive abilities generally exceed 0.50, suggesting strong general effects of genes, es-
pecially for more complex processing tasks. These same genetic correlations indicate
that some genetic effects are specific to each ability. Genetic research on measures of
information processing, including executive function and working memory, also indi-
cates substantial genetic influence and supports a hierarchical structure. In addition,
these measures of cognitive processes are genetically related to psychometric tests
of cognitive abilities. Measures of brain structure and function show similar results:
substantial heritability and substantial genetic correlations among brain structures
and functions and between these brain measures and cognitive abilities.

In the field of education, individual differences in school achievement have been
assumed to be due primarily to environmental influences; however, twin studies con-
sistently show substantial genetic influence, not just for reading but also for other sub-
ject areas such as mathematics and science. In each of these domains, the abnormal
is normal; that is, learning disabilities are the low end of the same genetic and envi-
ronmental influences responsible for variation in the normal distributions of learn-
ing abilities. Similar to general cognitive ability, genetic effects on learning abilities
largely contribute to continuity during childhood, although some significant change
is observed. Multivariate genetic analyses of diverse measures of school achievement
provide strong support for a hierarchical model in that genetic correlations are high
between domains of school performance (about 0.70). Multivariate genetic analyses
between tests of school achievement and general cognitive ability suggest that genetic
influence on school achievement overlaps substantially with genetic influence on gen-
eral cognitive ability, although some genetic influences are specific to achievement.

Research is under way to identify associations between DNA markers and cogni-
tive abilities, not just disabilities. As with other complex traits, the first genomewide
association studies have not found genomewide significant associations, suggesting
that heritability is caused by many genes of small effect.



- FOURTETEN

Schizophrenia

sychopathology has been, and continues to be, one of the most active areas of

behavioral genetic research, largely because of the social importance of mental
illness. One out of two persons in the United States has some form of disorder during
their lifetime, and one out of three persons suffered from a disorder within the last
year (Kessler et al., 2007). The costs in terms of suffering to patients and their friends
and relatives, as well as the economic costs, make psychopathology one of the most
pressing problems today.

The genetics of psychopathology led the way toward the acceptance ofgenetic in-
fluence in psychology and psychiatry. The history of psychiatric genetics is described
in Box 14.1. This chapter and the next two provide an overview of what is known
about the genetics of several major categories of psychopathology: schizophrenia,
mood disorders, and anxiety disorders. Other disorders, such as posttraumatic stress
disorder, somatoform disorders, and eating disorders, are also briefly reviewed, as are
disorders usually first diagnosed in childhood: autism, attention-deficit hyperactiv-
ity, and tic disorders. Other major categories in the Diagnostic and Statistical Manual of
Mental Disorders-1V (DSM-1V) include cognitive disorders such as dementia (Chapter
11), personality disorders (Chapter 17), and drug-related disorders (Chapter 18). The
DSM-1V includes several other disorders for which no genetic research is as yet avail-
able (e.g., dissociative disorders such as amnesia and fugue states). Much has been
written about the genetics of psychopathology, including recent texts (Faraone, Tsu-
ang, & Tsuang, 2002;Jang, 2005; Kendler & Prescott, 2007) and several edited books
(e.g., Dodge & Rutter, 2011; Hudziak, 2008; Kendler & Eaves, 2005; Ritsner, 2009).
Many questions remain concerning diagnosis, most notably the extent of comorbidity
and heterogeneity (Cardno et al., 2012). Diagnoses to date depend on symptoms, and
it is possible that the same symptoms have different causes and that different symp-
toms could have the same causes (Ritsner & Gottesman, 2011). One of the hopes for
genetic research is that it can begin to provide diagnoses based on causes rather than
symptoms. We will return to this issue in Chapter 15.



This chapter focuses on schizophrenia, the most highly studied area in behavioral
genetic research on psychopathology. Schizophrenia involves persistent abnormal
beliefs (delusions), hallucinations (especially hearing voices), disorganized speech
(odd associations and rapid changes of subject), grossly disorganized behavior, and
so-called negative symptoms, such as flat affect (lack of emotional response) and avo-
lidon (lack of motivation). A diagnosis of schizophrenia requires that such symptoms
occur for at least six months. It usually strikes in late adolescence or early adulthood.
Early onset in adolescence tends to be gradual but has a worse prognosis. Although
it derives from Greek words meaning “split mind,” schizophrenia has nothing to do
with the notion of a “split personality.”

More genetic research has focused on schizophrenia than on other areas of psy-
chopathology for three reasons. First, it is the most severe form of psychopathology
and one of the most debilitating of all disorders (Usriin et al., 1999). Second, it is so
common, with a lifetime risk in nearly | percent ofthe population (Saha, Chant, Wel-
ham, & McGrath, 2005). Third, it generally lasts a lifetime, although a few people re-
cover, especially if they have had just one episode (Robinson, Woerner, McMeniman,
Mendelowitz, & Bilder, 2004); there are signs, however, that recovery rates are im-
proving (Bellack, 2006). Unlike patients of two decades ago, most people with schizo-
phrenia are no longer institutionalized because drugs can control some of their worst
symptoms. Nonetheless, schizophrenics still occupy half the beds in mental hospitals,
and those discharged make up about 10 percent of the homeless population (Fischer
& Breakey, 1991). It has been estimated that the cost to our society of schizophrenia
alone is greater than that of cancer (McEvoy, 2007).

Family Studies

The basic genetic results for schizophrenia were described in Chapter 3 to illustrate
genetic influence on complex disorders. Family studies consistently show that schizo-
phrenia is familial (Ritsner & Gottesman, 2011). In contrast to the base rate of about
1 percent lifetime risk in the population, the risk for relatives increases with genetic
relatedness to the schizophrenic proband: 4 percent for second-degree relatives and 9
percent for first-degree relatives.

The average risk of 9 percent for first-degree relatives differs for parents, sib-
lings, and offspring of schizophrenics. In 14 family studies of over 8000 schizophren-
ics, the median risk was 6 percent for parents, 9 percent for siblings, and 13 percent
for offspring (Gottesman, 1991; Ritsner & Gottesman, 2011). The low risk for parents
of schizophrenics (6 percent) is probably due to the fact that schizophrenics are less
likely to marry and those who do marry have relatively few children. For this reason,
parents of schizophrenics are less likely than expected to be schizophrenic. When
schizophrenics do become parents, the rate of schizophrenia in their offspring is high
(13 percent). The risk is the same regardless of whether the mother or the father
is schizophrenic. When both parents are schizophrenic, the risk for their offspring



BOX 14.1

»The Beginnings of Psychiatric Genetics:

Bethlem Royal and Maudsley Hospitals

unded in London, in 1247, Bethlem
ospital is one of the oldest institu-
tions in the world caring for people
with mental disorders. However, there
have been times in Bethlem's long history
when it was associated with some of the
worst images of mental illness, and it

gave us the origin of the word bedlam.
Perhaps the most famous portrayal is

in the final scene of Hogarth's series of
paintings A Rake's Progress, which shows
the Rake's decline into madness at Beth-
lem (see figure). Hogarth's portrayal as-
sumes that madness is the consequence

s Rake's Progress. (witiam Hogarth, A Rake's Progress, 173s. plate 8. The British Museum.)

shoots up to 46 percent. Siblings provide the least biased risk estimate, and their risk
(9 percent) is in between the estimates for parents and for offspring. Although the risk
of 9 percent is high, nine times the population risk of 1 percent, it should be remem-
bered that the majority of schizophrenics do not have a schizophrenic first-degree

relative.



Eliot Slater

of high living and therefore, it is implied,
a wholly environmental affliction.

The observation that mental disor-
ders have a tendency to run in families is
ancient, but among the first efforts to re-
cord this association systematically were
those at Bethlem Hospital. Records from
the 1820s show that one of the routine
questions that doctors had to attempt to
answer about the illness of a patient they
were admitting was "whether heredi-
tary?" This, of course, predated the de-
velopment of genetics as a science, and
it was not until a hundred years later that
the first research group on psychiatric
genetics was established in Munich, Ger-

many, under the leadership of Emil Krae-
pelin. The Munich department attracted
many visitors and scholars, including a
mathematically gifted young psychiatrist
from Maudsley Hospital, Eliot Slater, who
obtained a fellowship to study psychiatric
genetics there. In 1935, Slater returned
to London and started his own research
group, which led to the creation in 1959
of the Medical Research Council's (MRC)
Psychiatric Genetics Unit. The Bethlem
and Maudsley Twin Register, set up by
Slater in 1948, was among the important
resources that underpinned a number

of influential studies, and he introduced
sophisticated statistical approaches to
data evaluation. The MRC Psychiatric
Genetics Unit became one of the key
centers for training and played a major
role in the career development of many
overseas postdoctoral students, including
Irving Gottesman, Leonard Heston, and
Ming Tsuang.

In 1971, Slater published the first
psychiatric genetics textbook in English,
the Genetics of Mental Disorders (Slater &
Cowie, 1971). Later in the 1970s, follow-
ing Slater's retirement, psychiatric genetics
became temporarily unfashionable in the
United Kingdom but was continued as a
scientific discipline in North America and
mainland Europe by researchers trained by
Slater or influenced by his work.

The family design provides the basis for genetic high-risk studies of the develop-
ment of children whose mothers were schizophrenic. In one of the first such studies,
begun in the early 1960s in Denmark, 200 such offspring were followed until their
forties (Parnas et al., 1993). In the high-risk group whose mothers were schizophrenic,
16 percent were diagnosed as schizophrenic (whereas 2 percent in the low-risk group



were schizophrenic), and the children who eventually became schizophrenic had
mothers whose schizophrenia was more severe. These children experienced a less
stable home life and more institutionalization, reminding us that family studies do
not disentangle nature and nurture in the way an adoption study does. The children
who became schizophrenic were more likely to have had birth complications, par-
ticularly prenatal viral infection (Cannon et al., 1993). They also showed attention
problems in childhood, especially problems in “tuning out” incidental stimuli like
the ticking of a clock (Hollister, Mednick, Brennan, & Cannon, 1994). Similar re-
sults were found in childhood in one of the best U.S. genetic high-risk studies, which
also found more personality disorders in the offspring of schizophrenic parents when
the offspring were young adults (Erlenmeyer-Kimling et al., 1995). Recent studies
also suggest that schizophrenia and bipolar disorder frequently co-occur (Laursen,
Agerbo, & Pedersen, 2009) and that such comorbidity is due primarily to genetic
influences (Lichtenstein et al., 2009) (see below).

Twin Studies

Twin studies show that genetics contributes importantly to familial resemblance for
schizophrenia. As was shown in Figure 3.6, the probandwise concordance for MZ
twins is 48 percent and the concordance for DZ twins is 17 percent. In a meta-analysis
of 14 twin studies of schizophrenia using a liability-threshold model (see Chapter 3),
these concordances suggest a heritability of liability of about 80 percent (Sullivan,
Kendler, & Neale, 2003). Studies continue to confirm these earlier findings, yielding
probandwise concordances of41 to 65 percent in MZ and 0 to 28 percent in DZ pairs
(Cardno et al., 2012).

A dramatic case study involved identical quadruplets, called the Genain quadru-
plets, all of whom were schizophrenic, although they varied considerably in severity
of the disorder (DeLisi et al., 1984) (Figure 14.1). For 14 pairs of reared-apart identi-
cal twins in which at least one member of each pair became schizophrenic, 9 pairs (64
percent) were concordant (Gottesman, 1991).

Despite the strong and consistent evidence for genetic influence provided by
the twin studies, it should be remembered that the average concordance for identi-
cal twins is only about 50 percent. In other words, half of the time these genetically
identical pairs of individuals are discordant for schizophrenia, an outcome that
provides strong evidence for the importance of nongenetic factors, which could
include epigenetic (see Chapter 10) or nonshared environmental factors (see Chap-
ter 7), despite the heritability of the hypothetical construct of liability being 80
percent.

Because differences within pairs of identical twins cannot be genetic in origin,
the co-twin control method can be used to study nongenetic reasons why one identi-
cal twin is schizophrenic and the other is not. One early study of discordant identical
twins found few life history differences except that the schizophrenic co-twins were
more likely to have had birth complications and some neurological abnormalities



FIGURE 14.1 Identical quadruplets (known under the fictitious surname Genain), each of
whom developed symptoms of schizophrenia between the ages of 22 and 24. (Courtesy of Miss
Edna Morlok.)

(Mosher, Polling, & Stabenau, 1971). Follow-up studies also found differences in
brain structures and more frequent birth complications for the schizophrenic co-twin
in discordant identical twin pairs (Torrey, Bowder, Taylor, & Gottesman, 1994). Re-
cent research has found epigenetic (DNA methylation) differences within pairs of
identical twins discordant for schizophrenia (Dempster et al, 2011).

An interesting finding has emerged from another use of discordant twins: study-
ing their offspring or other first-degree relatives. Discordant identical twins provide
direct proof of nongenetic influences because the twins are identical genetically yet
discordant for schizophrenia. Even though one twin in discordant pairs is spared from
schizophrenia for environmental reasons, that twin still carries the same high genetic
risk as the twin who is schizophrenic. That is why nearly all studies find rates of
schizophrenia as high in the families of discordant as in concordant pairs (Gottesman
& Bertelsen, 1989; McGuffin, Farmer, & Gottesman, 1987).

For the offspring of discordant fraternal twins, the children of the schizophrenic
twin are at much greater risk than are the children of the nonschizophrenic twin.



Members of discordant fraternal twin pairs, unlike identical twins, differ genetically
as well as environmentally. However, sample sizes have been small, and one such small
study did not support earlier conclusions (Kringlen & Cramer, 1989; see also, Torrey,
1990). Nonetheless, these data provide food for thought about the complex interactions
between nature and nurture in schizophrenia and schizophrenia-related disorders.

Adoption Studies

Results of adoption studies agree with those of family and twin studies in pointing
to genetic influence in schizophrenia. As described in Chapter 6, the first adoption
study of schizophrenia by Leonard Heston in 1966 is a classic study. The results (see
Box 6.1) showed that the risk of schizophrenia in adopted offspring of schizophrenic
birth mothers was 11 percent (5 of 47), much greater than the 0 percent risk for 50
adoptees whose birth parents had no known mental iliness. The risk of 11 percent is
similar to the risk for offspring reared by their schizophrenic biological parents. This
finding not only indicates that family resemblance for schizophrenia is largely genetic
in origin, but it also implies that growing up in a family with schizophrenics does not
increase the risk for schizophrenia beyond the risk due to heredity.

Box 6.1 also mentioned that Heston’s results have been confirmed and extended
by other adoption studies. Two Danish studies began in the 1960s with 5500 children
adopted between 1924 and 1947 as well as 10,000 of their 11,000 biological parents. One
of the studies (Rosenthal, Wender, Kety, & Schulsinger, 1971; Rosenthal et al., 1968)
used the adoptees’ study method. This method is the same as that used in Heston’s
study, but important experimental controls were added. At the time of these studies,
birth parents were typically teenagers when they placed children for adoption. Conse-
quently, because schizophrenia does not usually occur until later in life, often neither
the adoption agencies nor the adoptive parents were aware of the diagnosis. In addition,
both schizophrenic fathers and mothers were studied to assess whether Heston’s results,
which involved only mothers, were influenced by prenatal maternal factors.

The first Danish study began by identifying biological parents who had been ad-
mitted to a psychiatric hospital. Biological mothers or fathers who were diagnosed as
schizophrenic and whose children had been placed in adoptive homes were selected.
This procedure yielded 44 birth parents (32 mothers and 12 fathers) who were diag-
nosed as chronic schizophrenics. Their 44 adopted children were matched to 67 control
adoptees whose birth parents had no psychiatric history, as indicated by the records of
psychiatric hospitals. The adoptees, with an average age of 33, were interviewed for
three to five hours by an interviewer blind to the status of their birth parents.

Three (7 percent) of the 44 proband adoptees were chronic schizophrenics,
whereas none of the 67 control adoptees were (Figure 14.2). Moreover, 27 percent of
the probands showed schizophrenic-like symptoms, whereas 18 percent of the controls
had similar symptoms. Results were similar for 69 proband adoptees whose parents
were selected by using broader criteria for schizophrenia. Results were also similar
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regardless of whether the mother or the father was schizophrenic. The unusually high
rates of psychopathology in the Danish control adoptees may have occurred because
the study relied on hospital records to assess the psychiatric status of the birth par-
ents. For this reason, the study may have overlooked psychiatric problems of control
parents that had not come to the attention of psychiatric hospitals. To follow up this
possibility, the researchers interviewed the birth parents of the control adoptees and
found that one-third fell in the schizophrenic spectrum. Thus, the researchers con-
cluded that “our controls are a poor control group and our technique of selection has
minimized the differences between the control and index groups” (Wender, Rosenthal,
Kety, Schulsinger, & Weiner, 1974, p. 127). This bias is conservative in terms of dem-
onstrating genetic influence.

An adoptees study in Finland confirmed these results (Tienari et al., 2004). About
10 percent of adoptees who had a schizophrenic biological parent showed some form
of psychosis, whereas 1 percent of control adoptees had similar disorders. This study
also suggested genotype-environment interaction, because adoptees whose biological
parents were schizophrenic were more likely to have schizophrenia-related disorders
when the adoptive families functioned poorly.

The second Danish study (Kety et al., 1994) used the adoptees’ family method, fo-
cusing on 47 of the 5500 adoptees diagnosed as chronically schizophrenic. A matched
control group of 47 nonschizophrenic adoptees was also selected. The biological and
adoptive parents and siblings of the index and control adoptees were interviewed.
The rate of chronic schizophrenia was 5 percent (14 of 279) for the first-degree bio-
logical relatives of schizophrenic adoptees and 0 percent (1 of 234) for the biological
relatives of the control adoptees. The adoptees’ family method also provides a direct
test of the influence of the environmental effect of having a schizophrenic relative.
If familial resemblance for schizophrenia is caused by the family environment cre-
ated by schizophrenic parents, schizophrenic adoptees should be more likely to come
from adoptive families with schizophrenia, relative to the control adoptees. To the
contrary, 0 percent (0 of 111) of the schizophrenic adoptees had adoptive parents
or siblings who were schizophrenic—like the 0 percent incidence (0 of 117) for the
control adoptees (Figure 14.3).



This study also included many biological half siblings of the adoptees (Kety,
1987). Such a situation arises when biological parents place a child for adoption and
then later have another child with a different partner. The comparison of biological
half siblings who have the same father (paternal halfsiblings) with those who have the
same mother (maternal halfsiblings) is particularly useful for examining the possibil-
ity that the results of adoption studies may be affected by prenatal factors rather than
by heredity. Paternal half siblings are less likely to be influenced by prenatal factors
because they were born to different mothers. Among half siblings of schizophrenic
adoptees, 16 percent (16 of 101) were schizophrenic; among half siblings of control
adoptees, only 3 percent (3 of 104) were schizophrenic. The results were the same for
maternal and paternal half siblings, an outcome suggesting that prenatal factors are
not likely to be of major importance in the origin of schizophrenia.

In summary, the adoption studies clearly point to genetic influence. Moreover,
adoptive relatives of schizophrenic probands do not show increased risk for schizo-
phrenia. These results imply that familial resemblance for schizophrenia is due to
heredity rather than to shared family environment.

Schizophrenia or Schizophrenias?

Is schizophrenia one disorder or is it a heterogeneous collection of disorders? When
the disorder was named in 1908, it was called “the schizophrenias.” Multivariate ge-
netic analysis can address this fundamental issue of heterogeneity. The classic sub-
types of schizophrenia—such as catatonic (disturbance in motor behavior), paranoid
(persecution delusions), and disorganized (both thought disorder and flat affect are
present)—are not supported by genetic research. That is, although schizophrenia
runs in families, the particular subtype does not. This result is seen most dramatically
in a follow-up of the Genain quadruplets (DeLisi et al, 1984). Although they were all
diagnosed as schizophrenic, their symptoms varied considerably.

There is evidence that more severe schizophrenia is more heritable than milder
forms (Gottesman, 1991). Furthermore, the evidence from both early studies and
more recent work, using multivariate statististical methods such as cluster analysis,



suggests that the classic “disorganized” subtype of schizophrenia, even if it does not
“breed true,” shows an especially high rate of affected family members (Cardno et
al., 1999; Farmer, McGuffin, & Gottesman, 1987). An alternative to the classic sub-
types is a distinction largely based on severity (Crow, 1985). Tvpe 1lschizophrenia,
which has a better prognosis and a better response to drugs, involves active symp-
toms, such as hallucinations. Type Il schizophrenia, which is more severe and has a
poorer prognosis, involves passive symptoms, such as withdrawal and lack of emo-
tion. Type 1l schizophrenia appears to be more heritable than type | (Dworkin &
Lenzenweger, 1984).

Another approach to the problem of heterogeneity divides schizophrenia on the
basis of family history (Murray, Lewis, & Reveley, 1985), although there are problems
with this approach (Eaves, Kendler, & Schulz, 1986) and there is clearly no simple
dichotomy (Jones & Murray, 1991). These typologies seem more likely to represent
a continuum from less to more severe forms of the same disorder rather than geneti-
cally distinct disorders (McGuffin et al., 1987).

A related strategy is the search for behavioral or biological markers of genetic li-
ability, called endophenotypes (Gottesman & Gould, 2003), discussed in Chapter 10.
Many potential endophenotypes have been suggested for schizophrenia, including
various structural and functional markers in the brain, olfactory deficits, and atten-
tion and memory deficits (Ritsner & Gottesman, 2011). One additional example of
a behavioral endophenotype in schizophrenia research is called smooth-pursuit eye
tracking. This term refers to the ability to follow a moving object smoothly with one’s
eyes without moving the head (Levy, Holzman, Matthysse, & Mendell, 1993). Some
studies have shown that schizophrenics whose eye tracking is jerky tend to have more
negative symptoms and that their relatives with poor eye tracking are more likely to
show schizophrenic-like behaviors (Clementz, McDowell, & Zisook, 1994). However,
other research does not support this hypothesis (Torrey et al., 1994). The hope is that
such endophenotypes will clarify the inheritance of schizophrenia and assist attempts
to find specific genes responsible for schizophrenia.

Although some researchers assume that schizophrenia is heterogeneous and
needs to be splitinto subtypes, others argue in favor of the opposite approach, lumping
schizophrenia-like disorders into a broader spectrum of schizoid disorders (Farmer et
al., 1987; McGue & Gottesman, 1989). Because schizophrenia co-occurs with various
other disorders, including depression, anxiety, and substance abuse disorders, future
analyses of such comorbidity may shed new light on the genetic factors that underlie
schizophrenia and related disorders (Ritsner & Gottesman, 2011).

Identifying Genes

Before the new DNA markers were available, attempts were made to associate classic
genetic markers, such as blood groups, with schizophrenia. For example, several early
studies suggested a weak association of schizophrenia marked by paranoid delusions



with the major genes encoding human leukocyte antigens (HLAS) of the immune
response, a gene cluster associated with many diseases (McGuffm & Sturt, 1986).

Although schizophrenia was one of the first behavioral domains put under the
spotlight of molecular genetic analysis, it has been slow to reveal evidence for specific
genes. During the euphoria of the 1980s, when the new DNA markers were first being
used to find genes for complex traits, some claims were made for linkage, but they
could not be replicated. The first was a claim for linkage with an autosomal dominant
gene on chromosome 5 for Icelandic and British families (Sherrington et al., 1988).
However, combined data from five other studies in other countries failed to confirm
the linkage (McGuffm et al., 1990).

More than 20 genomewide linkage scans (with more than 350 genetic markers)
have been published, but none have suggested a gene of major effect for schizophrenia
(Riley & Kendler, 2006). Hundreds of reports of linkage for schizophrenia in the 1990s
led to a confusing picture because few studies were replicated. However, greater clar-
ity has emerged since around 2000. For example, a meta-analysis of 20 genomewide
linkage scans of schizophrenia in diverse populations indicated greater consistency
of linkage results than previously recognized (Lewis et al., 2003). Significant linkage
was found on the long arm of chromosome 2 (2¢\linkage was suggested for ten other
regions, including 6p and 8p. It has been difficult to detect linkage signals because
linkage analysis requires very large samples to discern small effects.

Association studies of schizophrenia have also provided their own challenges.
Over 1000 genes have been tested for association with schizophrenia, making it one
of the most studied disorders through a candidate gene approach (Gejman, Sanders,
& Kendler, 2011). Despite this fact, there is considerable inconsistency in the results.
Over the past 10 years, multiple genes have been suggested, such as neuregulin 1 on
chromosome 8 (Stefansson et al., 2002) and dyshindin at 6/>223 (Straub et al., 2002), as
well as other genes related to neurotransmitters expressed in the brain, such as do-
pamine. However, many of these findings do not replicate across individual studies,
possibly due in part to small effect sizes, small sample sizes, or the selective reporting
of positive results.

Over the past few years, efforts have been made to try to resolve some of these
issues. Larger samples obtained by combining studies are showing greater power to
detect genes that increase risk for schizophrenia. Genomewide association studies
(GWAS), which systematically look at the whole genome, have detected new possible
loci, such as the major histocom patibility complex (Purcell et al., 2009; Ripke et al.,
2011; Shi et al, 2009; Stefansson et al., 2009), TCF4 (Stefansson et al., 2009), and at
least another half dozen genes (Bergen & Petryshen, 2012). Moreover, as mentioned
in Chapter 9, success has also been found when looking at the risk across a set of
genes. For example, the International Schizophrenia Consortium has found that hun-
dreds of genes, each with small individual effects, contribute to the risk for developing
the disorder (Purcell et al., 2009). There is also growing evidence that copy number
variants (CNVs, see Chapter 9) are also seen more frequently in individuals with



schizophrenia. Rare and large CNVs associated with schizophrenia have been found
on several chromosomes (see Gejman et al, 2011, for a review). Many more common
smaller CNVs associated with schizophrenia also appear to be associated with a broad
range of neurodevelopmental problems (Sahoo et al, 2011). These results collectively
support a very complex genetic architecture underlying this disorder.

Summary

Psychopathology is the most active area of research in behavioral genetics. For schizo-
phrenia, lifetime risk is about 1 percent in the general population, 10 percent in first-
degree relatives whether reared together or adopted apart, 17 percent for fraternal
twins, and 48 percent for identical twins. This pattern of results indicates substantial
genetic influence as well as nonshared environmental influence. Genetic high-risk
studies and co-twin control studies suggest that birth complications and attention
problems in childhood are w'eak predictors of schizophrenia, which usually strikes
in early adulthood. Genetic influence has been found for both the adoptees’ study
method, like that used in the first adoption study by Heston, and the adoptees’ family
method. More severe schizophrenia may be more heritable than less severe forms.

Linkage studies with schizophrenia have begun to yield consistent results and,
combined with results from association studies, have led to the identification of sev-
eral genes or regions that have significant but small associations with schizophrenia.
Overall, it seems likely that genetic liability to schizophrenia results from multiple
genes of small effect.
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Other Adult
Psychopathology

Ithough schizophrenia has been the most highly studied disorder in behavioral
A genetics, in recent years the spotlight has turned to mood disorders. In this
chapter, we provide an overview of genetic research on mood disorders as well as
other adult psychopathology. The chapter ends with a discussion of the extent to
which genes that affect one disorder also affect other disorders.

Mood Disorders

Mood disorders involve severe swings in mood, not just the “blues” that all people feel
on occasion. For example, the lifetime risk for suicide for people diagnosed as having
mood disorders has been estimated as 19 percent (Goodwin &Jamison, 1990). There
are two major categories of mood disorders: major depressive disorder, consisting of
episodes of depression, and bipolar disorder, in which there are episodes of both de-
pression and mania.

Major depressive disorder usually has a slow onset over weeks or even months.
Each episode typically lasts several months and ends gradually. Characteristic features
include depressed mood, loss of interest in usual activities, disturbance of appetite and
sleep, loss ofenergy, and thoughts of death or suicide. Major depressive disorder affects
an astounding number of people. In a U.S. survey, the lifetime risk is about 17 percent,
with about half of these in a severe or very severe category; risk is two times greater
for women than tor men after adolescence (National Comorbidity Study: http://www.
hcp.med.harvard.edu/ncs/). Moreover, the problem is getting worse: Each succes-
sive generation born since World War 1l has higher rates of depression (Burke, Burke,
Roe, & Regier, 1991), and prevalence rates more than doubled from the early 1990s to
the early 2000s (Compton, Conway, Stinson, & Grant, 2006). These temporal trends
could possibly be due to changes in environmental influences, diagnostic criteria, or
clinical referral rates. Major depressive disorder is sometimes called unipolar depres-
sion because it involves only depression. In contrast, bipolar disorder, also known as
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manic-depressive illness, is a disorder in which the mood of the affected individual al-
ternates between the depressive pole and the other pole of mood, called mania. Mania
involves euphoria, inflated self-esteem, sleeplessness, talkativeness, racing thoughts,
distractibilitv, hyperactivity, and reckless behavior. Mania typically begins and ends
suddenly, and it lasts from several days to several months. Mania is sometimes difficult
to diagnose; for this reason, DSM-IV (the American Psychiatric Association’s Diag-
nostic and Statistical Manual o f Mental Disorders-1V) has distinguished bipolar I disorder,
with a clear manic episode, from bipolar Il disorder, with a less clearlv defined manic
episode. Bipolar disorder is much less common than major depression, with an inci-
dence of about 4 percent in the adult population and no gender difference (National
Comorbidity Study: http://www.hcp.med.harvard.edu/ncs/), although this estimate is
based on a broader concept than has traditionally been applied.

Family Studies

For more than 70 years, family studies have show increased risk for first-degree rela-
tives of individuals with mood disorders (Slater & Cowie, 1971). Since the 1960s, re-
searchers have considered major depression and bipolar disorder separately. In seven
family studies of major depression, the family risk was 9 percent on average, whereas
risk in control samples wBs about 3 percent (McGuffin & Katz, 1986). Age-corrected
morbidity risk estimates that take into account lifetime risk (see Chapter 3) are about
twice as high (Sullivan, Neale, & Kendler, 2000). A review of 18 family studies of bi-
polar I and Il disorder yielded an average risk of 9 percent, as compared to less than
1 percent in control individuals (Smoller & Finn, 2003). (See Figure 15.1) The risks
in these studies are low relative to the frequency of the disorder mentioned earlier
because these studies focused on severe depression and bipolar disorder, often requir-
ing hospitalization.

It has been hypothesized that the distinction between unipolar major depres-
sion and bipolar disorder is primarily a matter of severity; bipolar disorder may be
a more severe form of depression (McGuffin & Katz, 1986). The basic multivariate
finding from family studies is that relatives of unipolar probands are not at increased
risk for bipolar disorder (less than 1 percent), but relatives of bipolar probands are
at increased risk (14 percent) for unipolar depression (Smoller & Finn, 2003). If we
postulate that bipolar disorder is a more severe form of depression, this model would
explain why familial risk is greater for bipolar disorder, why bipolar probands have
an excess of unipolar relatives, and why unipolar probands do not have many rela-
tives with bipolar disorder. However, a twin study discussed in the next section does
not provide much support for the hypothesis that bipolar disorder is a more severe
form of unipolar depression (McGuffin et al, 2003). Identifying genes associated with
these disorders will provide crucial evidence for resolving such issues, although to
date the findings are mixed. A recent meta-analysis of gene variants in the methyl-
enetetrahydrofolate reductase (MTHFR) gene and schizophrenia, bipolar disorder,
and unipolar major depression found an association with the combined disorders for
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FIGURE 15.1 Family studies of mood disorders.

one MTHFR variant, suggesting a shared genetic influence on the three disorders
(Peerbooms et al., 2011). Other genes have also been associated with both bipolar
disorder and unipolar depression, further supporting the likelihood of a common ge-
netic liability to these disorders (e.g., Weber et al., 2011).

Are some forms of depression more familial? For example, there is a long his-
tory of trying to subdivide depression into reactive (triggered by an event) and en-
dogenous (coming from within) subtypes, but family studies provide little support
for this distinction (Rush & Weissenburger, 1994). However, severity and especially
recurrence show increased familiality for major depressive disorder (Janzing et al.,
2009; Milne et al., 2009; Sullivan et al., 2000). Early onset appears to increase famil-
ial risk for bipolar disorder (Smoller & Finn, 2003). Drug use and suicide attempts
are also familial features of bipolar disorder (Schulze, Hedeker, Zandi, Rietschel, &
McMahon, 2006). Another potentially promising direction for subdividing depres-
sion is in terms of response to drugs (Binder & Holsboer, 2006). For example, there
is some evidence that the therapeutic response to specific antidepressants tends
to run in families (Tsuang & Faraone, 1990). The main drug treatment for bipolar
disorder is lithium; responsiveness to lithium appears to be strongly familial (Grof
et al., 2002).



Twin Studies

Twin studies yield evidence for substantial genetic influence for mood disorders. For
major depressive disorder, six twin studies yielded average twin probandwise concor-
dances of 0.43 for MZ twins and 0.28 for DZ twins (Sullivan et al., 2000). Liability-
threshold model fitting of these data estimated heritability of liability as 0.37, with
no shared environmental influence. The largest twin study to date yielded highly
similar results: 0.38 heritability and no shared environmental influence (Kendler,
Gatz, Gardner, & Pedersen, 2006b). How'ever, family studies suggest that more severe
depression might be more heritable. In line with this suggestion, the only clinically
ascertained major depressive disorder twin sample large enough to perform model-
fitting analyses estimated heritability of liability as 70 percent (McGuffin, Katz, Wat-
kins, & Rutherford, 1996). However, it is also possible that the higher heritability of
depression in the clinical sample represents higher reliability of clinical assessment.

For bipolar disorder, average twin concordances were 72 percent for MZ twins
and 40 percent for DZ twins in early studies (Allen, 1976); three more recent twin
studies yield average twin concordances of 65 and 7 percent, respectively (Smoller &
Finn, 2003). Two twin studies of bipolar disorder using different samples from differ-
ent countries yield strikingly similar results: MZ and DZ twin concordances were 40
and 5 percent in a UK. study (McGuffin et al., 2003) and 43 and 6 percent in a Finn-
ish study (kieseppa, Partonen, Haukka, Kaprio, & Lonnqvist, 2004). Model-fitting
liability-threshold analyses suggest extremely high heritabilities of liability (0.89 and
0.93, respectively) and no shared environmental influence. The average MZ and DZ
twin concordances for the five more recent studies described above are 55 and 7 per-
cent, respectively (Figure 15.2).

As mentioned earlier, one of the most important goals of genetic research is to
provide diagnostic classifications based on etiology rather than symptoms. For example,
are unipolar depression and bipolar disorder genetically distinct? One twin study inves-
tigated the model described earlier that bipolar disorder is a more extreme version of
major depressive disorder (McGuffin et al., 2003). Part of the problem in addressing this
issue is that conventional diagnostic rules assume that an individual has either unipolar
or bipolar disorder and that bipolar disorder trumps unipolar disorder. However, in this
twin studyv, this diagnostic assumption was relaxed and a genetic correlation of 0.65 was
found between depression and mania, a finding that supports the model that bipolar
disorder is a more extreme version of unipolar depression. However, 70 percent of the
genetic variance on mania was independent of depression, a finding that does not sup-
port the model. A model that explicitly tested the assumption that bipolar disorder is a
more extreme form ofunipolar depression was rejected, but so was a model in which the
two disorders Were assumed to be genetically distinct. This lack of resolution is prob-
ably due to a lack of power: Although this was the largest clinically ascertained twin
study, there were only 67 pairs in which at least one twin was diagnosed with bipolar
disorder and 244 pairs in which at least one twin was diagnosed with unipolar depres-
sion. Resolution of this important diagnostic issue can be addressed definitively when
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genes are identified for the two disorders: To what extent will the same genes be associ-
ated with depression and mania? There is some emerging evidence (discussed below)
for overlapping linkages and associations (Farmer, Elkin, & McGuffm, 2007).

As in the research on schizophrenia (Chapter 14), a study of offspring of identical
twins discordant for bipolar disorder has been reported (Bertelsen, 1985). Similar to the
results for schizophrenia, the same 10 percent risk for mood disorder was found in the
offspring of the unaffected twin and in the offspring of the affected twin. This outcome
implies that the identical twin who does not succumb to bipolar disorder nonetheless
transmits a liability for the illness to offspring to the same extent as does the ill twin.

Adoption Studies

Results of adoption research on mood disorders are mixed. The largest study began
with 71 adoptees with a broad range of mood disorders (Wender et al., 1986). Mood
disorders were found in 8 percent of the 387 biological relatives of the probands, a
risk only slightly greater than the risk of 5 percent for the 344 biological relatives of
control adoptees. The biological relatives of the probands showed somewhat greater
rates of alcoholism (5 percent versus 2 percent) and of attempted or actual suicide
(7 percent versus 1 percent). Two other adoption studies relying on medical records
of depression found little evidence for genetic influence (Cadoret, O’'Gorman, Hey-
wood, & froughton, 1985; von Knorring, Cloninger, Bohman, & Sigvardsson, 1983).
Although the sample size is necessarily small, 12 pairs of identical twins reared apart
have been identified in which at least one member of each pair had suffered from



major depression (Bertelsen, 1985). Eight of the 12 pairs (67 percent) were concor-
dant for major depression, w'hich is consistent with a hypothesis of at least some ge-
netic influence on depression.

An adoption study that focused on adoptees with bipolar disorder found stronger
evidence for genetic influence (Mendlewicz & Rainer, 1977). The rate of bipolar dis-
order in the birth parents of the bipolar adoptees was 7 percent, but it was 0 percent
for the parents of control adoptees. As in the family studies, birth parents of these
bipolar adoptees also showed elevated rates of unipolar depression (21 percent) rela-
tive to the rate for birth parents of control adoptees (2 percent), a result suggesting
that the two disorders are not distinct genetically. Adoptive parents of the bipolar and
control adoptees differed little in their rates of mood disorders.

Identifying Genes

For decades, the greater risk of major depression for females led to the hypothesis that
a dominant gene on the X chromosome might be involved. As explained in Chapter
3, females can inherit the gene on either of their two X chromosomes, w'hereas males
can only inherit the gene on the X chromosome they receive from their mother. Al-
though initially linkage was reported between depression and color blindness, which
is caused by genes on the X chromosome (Chapter 3), studies of DNA markers on the
X chromosome failed to confirm linkage (Baron, Freimer, Risch, Lerer, & Alexander,
1993). Father-to-son inheritance is common for both major depression and bipolar
disorder, which argues against X-linkage inheritance. Moreover, as mentioned ear-
lier, bipolar disorder shows little sex difference. For these reasons, X linkage seems
unlikely (Hebebrand, 1992).

In 1987, researchers reported linkage between bipolar disorder and markers on
chromosome 11 in a genetically isolated community of Old Order Amish in Pennsyl-
vania (Egeland et al, 1987). Unfortunately, this highly publicized finding was not rep-
licated in other studies. The original report was withdrawn when follow-up research
on the original pedigree with additional data showed that the evidence for linkage
disappeared (Kelsoe et al, 1989).

These false starts led to greater caution in the search for genes for mood dis-
orders. Linkage studies of major depressive disorder have lagged behind those for
schizophrenia and bipolar disorder because, as discussed above, major depressive dis-
order appears to be less heritable, at least in community-based samples (McGuffin,
Cohen, & Knight, 2007). Three genomewide linkage studies of major depressive dis-
order converge on linkage at 15" (Camp et al, 2005; Holmans et al, 2007; McGuffin
et al, 2005). Follow-up fine mapping showed modestly positive evidence for linkage
at \Sg2S-q26 (Levinson et al, 2007). These studies focused on early-onset depres-
sion and recurrent depression because quantitative genetic results, mentioned above,
suggest that early-onset depression and recurrent depression are more heritable. A
recent review of molecular genetic studies of major depressive disorder found five
genes replicated in three large genomewide association studies, but these gene re-
gions are not in 15q (Hettema, 2010).

