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When we spliced the profit gene into academic culture, we created a new organism— the 
recombinant university. We reprogrammed the incentives that guide science. The rule in aca-
demia used to be “publish or perish.” Now bioscientists have an alternative— “patent and 
profit.”1 — Paul Berg, Stanford biochemist

The author of the above statement, Paul Berg, was well placed to pro-
claim that biotechnology had transformed academic biology, thereby 

creating the modern commercial university in the latter half of the twen-
tieth century. He was a key biomedical researcher at Stanford Univer-
sity, where scientific developments and institutional decisions had played 
an important role in the emergence of biotechnology as a commercial, 
private enterprise in the 1970s. When biotechnology was new, especially 
when it was virtually synonymous with recombinant DNA technology, 
Berg played a crucial role in its scientific development and demonstrated 
that any foreign sources of DNA sequences could be recombined.2 Mem-
bers of the Stanford Biochemistry Department, to which Berg belonged, 
and the biomedical research community in the San Francisco Bay Area, 
contributed to the adoption of recombinant DNA molecules in a variety 
of applications in molecular biology and genetic engineering. Notably, the 
Stanford geneticist Stanley Cohen and the University of California bio-
chemist Herbert Boyer, who were part of this early recombinant DNA 
research network, succeeded in propagating and cloning recombinant 
DNA molecules inside a bacterial host in 1973, thereby devising a bio-
logical factory for manufacturing useful biomedical products. Recombi-
nant DNA technology, as it developed in the Bay Area, then emerged as a 
novel technology for genetic engineering.3

As speculations about genetic engineering grew into a reality with the 
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gene cloning experiment by Cohen and Boyer, the mid- 1970s became 
a time of both enthusiasm and fear in the academic life of biomedical 
researchers. On May 20, 1974, a New York Times article, titled “Animal 
Gene Shifted to Bacteria: Aid Seen to Medicine and Farm,” speculated 
on enormous agricultural, medical, and industrial potentials of Boyer and 
Cohen’s gene- cloning technology.4 If scientists could “transplant” animal 
genes for agricultural, medical, and industrial benefits, they could also 
clone and express these genes inside microbes, which, in turn, would pro-
duce useful gene products, such as fertilizers, antibiotics, and hormones, 
like insulin, in a mass scale. The following month Newsweek ran a story on 
“The Gene Transplanters,” who aimed to turn microbes into “factories” 
for producing an entire array of valuable chemicals and drugs by trans-
planting the appropriate genes into bacteria.5 One scientist even claimed 
that Boyer and Cohen’s genetic engineering technology “may completely 
change the pharmaceutical industry’s approach to making biological ele-
ments such as insulin and antibiotics.”6 As anticipation about agricultural, 
medical, and industrial uses of genetic engineering escalated, Stanford 
University and the University of California filed a patent application for 
recombinant DNA technology on behalf of Cohen and Boyer at the US 
Patent and Trademark Office in November 1974.7

Although excitement about genetic engineering and its medical break-
throughs increased, so did resentment over genetic engineering experi-
mentation and commercial promotion regarding recombinant DNA tech-
nology. Some concerned scientists and the members of the public debated 
whether the genetic manipulations of life using the technology posed 
public health risks; they were concerned because some of the initial gene- 
cloning experiments involved the combining of tumor viruses or drug- 
resistant genes with bacterial genes.8 The mixing of genes from different 
species, which some regarded as an affront to the sanctity of life, aroused 
strong ethical objections to genetic- engineering experiments. The patent-
ing and commercialization of recombinant DNA technology by academic 
scientists exacerbated such concerns. Many wondered whether profit- 
seeking motives resulting from this commercialization trumped a naive 
wish of scientists to see recombinant DNA technology get “transferred 
to private industry so that public benefits come out as soon as possible.”9

Promoters of biotechnology exuberantly expressed confidence in the 
possibility that private ownership would accelerate economic and medical 
innovations. In 1976, when Boyer, as one of the coinventors of recom-
binant DNA technology, and the venture capitalist Robert Swanson 
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founded the start- up biotechnology company Genentech, molecular biol-
ogists began to envision an alternative and more lucrative scientific life, 
much as Berg had observed. Within a few years, entrepreneurial scientists 
achieved what initially seemed impossible— they manufactured medically 
useful molecules, notably insulin and human growth hormones, on a large 
scale by recombining genes and cloning them. Early biotech ventures 
such as Genentech, Biogen, and Amgen, demonstrated that an important 
drug like insulin could be mass produced by cloning and expressing genes 
in bacteria and turning them into biological factories. The new possibili-
ties, both in science and business, were even more easily imagined after 
Boyer’s initial investment of five hundred dollars grew to be worth about 
seventy million when his company offered its public stock at Wall Street 
in October 1980.10 Right after the debut of biotechnology at Wall Street, 
Boyer “rushed out to purchase a Porsche Targa, [and] Swanson [became] 
‘the first boy millionaire of biotech.’”11

Early biotech entrepreneurs, however, had to overcome crucial scien-
tific and regulatory uncertainties involving genetic engineering, along 
with the moral and cultural ambiguities that their academic counterparts 
pointed out; they often accused them as sellouts. Relentless drive to com-
pete and succeed in a race to clone genes indeed pushed these early entre-
preneurial scientists dangerously close to transgressing the shifting regu-
latory, legal, and ethical boundaries. For example, scientists at Genentech 
were accused of using a cloning vector (for the transfer of recombinant 
DNA) whose safety had yet to be certified by federal biosafety regulation. 
They were also suspected of a “midnight raid” of an academic laboratory 
for key research materials, which led to a bitter legal fight between Ge-
nentech and the University of California, San Francisco (UCSF).12 Some 
academic researchers who witnessed these instances, such as Berg at Stan-
ford and Keith Yamamoto at UCSF, strongly expressed anxiety about the 
moral life of scientists, asking how best to accommodate profit- seeking 
motives while maintaining their obligations to the academic community 
and the public.13

In this book I revisit the emergence of biotechnology and the shifting 
scientific, institutional, and moral landscapes that attended the commer-
cialization of academic research in the 1970s, focusing on the academic 
community in the San Francisco Bay Area. This was where recombinant 
DNA technology was developed and adopted as the first major commer-
cial technology for genetic engineering. My account differs from the more 
standard narrative of the emergence of biotechnology and the American 
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entrepreneurial university.14 The story of private initiative and venture 
capitalism in commercial biotechnology, told primarily from the perspec-
tive of its promoters, has already been well chronicled and has become 
largely mythologized as an entrepreneurial success.15 In that narrative, 
a strike of genius led to the invention of recombinant DNA technology. 
Subsequently, a group of entrepreneurial scientists and research admin-
istrators heroically reformed old- fashioned norms, regulations, and rules 
in academia to capitalize on this innovative technology. Institutional and 
legal arrangements enabled the commercialization of science under a new 
intellectual property regime and provided a novel model for the entre-
preneurial university in the age of declining public support. This obliged 
academic researchers to generate not only knowledge but also profit. Bio-
tech entrepreneurs, through the infusion of venture capital and a relent-
less pursuit of innovations in science and business, successfully commer-
cialized the technology, thereby bringing both unforeseeable economic 
profits to shareholders and medical benefits to the public.

This book presents the history of biotechnology not only as accounts 
of individual creativity, entrepreneurial venture, and private capitalism 
but also as a story of collective decisions that were shaped, contested, and 
eventually made in the same academic community that was central to the 
emergence of biotechnology. I have admittedly included the perspective 
of the critics of biotechnology who suggested that biotechnology was as 
much a promise as an achievement.16 To them, its promoters often con-
fused private profits with the public interest amidst their personal enor-
mous financial gain. Biotechnology’s initial market products, such as in-
sulin, often resembled conventional drugs and did not bring immediate 
medical miracles to the public as initially hoped. The detractors further 
regarded entrepreneurial scientists at academic laboratories who sought 
the commercialization of biomedical technologies as the sellouts who 
undermined academic norms and culture, which had been vital to creative 
research. My aim here, however, is not to highlight the contentiousness of 
biotechnology, which tends to simply echo critiques of commercialization. 
Nor do I aim to idealize science as an “essentially cooperative and com-
munal effort” in the discussion of biotechnology’s impact on academic 
culture and norms.17

The commercialization of recombinant DNA technology in the Bay 
Area established the framework for some of the fairly larger changes in 
the biomedical enterprise, including transformations in research practice 
and culture in the life sciences, economic and moral shifts in biomedical 
research, and changing relationships among academy, government, and 
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industry. Academic researchers and administrators at Stanford played a 
crucial role in the scientific and political genealogy of biotechnology; this 
genealogy encompassed the economic and legal transformations that trig-
gered the commercialization of recombinant DNA technology, and the 
realignment of the public obligations and the moral life of academic sci-
entists. Bay Area scientists, university administrators, and government 
officials were fascinated by and increasingly engaged in the economic and 
political opportunities associated with the privatization of academic re-
search; they became preoccupied by the threats and promises of shifting 
relations between the pursuit of scientific truth and personal profits and 
reward structures for scientists, as well as by their efforts to develop a 
new academic identity engendered by commercial contacts. The attempts 
of Stanford scientists and administrators to demonstrate the relevance of 
academic research were increasingly mediated by capitalistic conceptions 
of knowledge, medical innovation, and the public interest, resulting in the 
filing of the recombinant DNA patent application.

My close examination of changing scientific agendas, legal practices, and 
moral assumptions about commercialization in the Bay Area academic 
community intends to tell a much broader story of the reconfiguration of 
both academic institutions and commercial enterprise in biomedical re-
search. With the decline of American economic productivity in the 1970s, 
knowledge as a form of intellectual property became a key solution for pro-
moting economic innovation and medical progress.18 Some academic ad-
ministrators, scientists, industrialists, and government officials subsequently 
tried to bring about legal shifts and moral realignments that encouraged 
the privatization of academic research for public benefit. This local story 
of the emergence of biotechnology thus illustrates broader developments 
in academic institutions, government research policies, and the pharma-
ceutical industry, which all encouraged privatization. Indeed, in this book 
I argue that biotechnology was initially a hybrid creation of academic and 
commercial institutions held together by the assumption of a positive rela-
tionship between private ownership and the public interest; this hybridity 
reflected particular cultural, legal, institutional, and economical contexts 
for biomedical research that were unique to the United States in the 1970s.

Call for Relevance and the Technical Implementation of Life

This book charts the fate of a particular academic biomedical research 
community, from its post– World War II growth and its political crisis and 
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opportunity in the 1970s to its involvement in genetic engineering, in 
order to illuminate the contradictions, opportunities, and paradoxes in-
herent in commercialization of biology. The biomedical research com-
munity in the San Francisco Bay Area primarily consisted of scientists at 
University of California, Berkeley, UCSF, and Stanford University, all of 
which experienced exponential growth with an unprecedented increase 
in economic and political support during the post– World War II years. 
By building on wartime successes of laboratory- based medical break-
throughs (e.g., discovery of penicillin), leaders of voluntary health organi-
zations including the National Foundation for Infantile Paralysis and the 
American Cancer Society, politicians, and private citizens cultivated cul-
tural and political support for curing diseases through laboratory investi-
gations. This support entailed large- scale federal patronage of biomedical 
research, especially in areas that underwent rapid growth, such as molecu-
lar genetics, biochemistry, and virology.19 This patronage system that en-
couraged the molecularization of the life sciences underscored medical 
aspirations as a critical cultural and political force that shaped the na-
tion’s biomedical research policy.20 Indeed, the rapid rise of federal sup-
port enabled the proliferation of biochemistry, biophysics, microbiology, 
and molecular biology as autonomous scientific disciplines as their aca-
demic departments developed under the broad framework of bio medical 
research.

The focus of this book on the Department of Biochemistry at the Stan-
ford Medical School illustrates this post– World War II burgeoning of bio-
medical research. Its establishment in 1959, followed by the relocation of 
the medical school from San Francisco to the main campus at Palo Alto, 
was the result of an ambitious, conscientious effort by the university’s ad-
ministrators and scientists to capitalize on postwar organizational, scien-
tific, and political trends; they wanted to strengthen the profile of bio-
medical research.21 The Stanford Biochemistry Department, chaired by 
Nobel laureate Arthur Kornberg, reflected the ascendency of a particular 
biomedical research style that developed in the context of cultural and 
political enthusiasm for a war against disease. Many post– World War II 
biomedical researchers insisted that their basic, fundamental pursuit of 
the molecular understanding of life would eventually result in medical 
innovations like penicillin, rather than directly resorting to immediate 
medical outcomes. Until the mid- 1960s, some major breakthroughs in mo-
lecular biology, such as the elucidation of the DNA helical structure and 
the operon model of genetic regulation in Escherichia coli, provided a 
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solid foundation, if not an immediate medical outcome, for a new kind of 
biomedical research.

As lay activists, politicians, and academic researchers and administra-
tors thoroughly embraced the prospect of biomedical research actively 
conquering diseases, a potential for political backlash emerged when 
the work could not meet the public’s fervent demands for medical mir-
acles. From the mid- 1960s, when federal support for biomedical research 
reached one billion dollars for the first time, medical patrons and poli-
ticians increasingly called for medical relevance in biomedical research. 
The growing insistence for pertinent research coincided with the coun-
tercultural movement of the late 1960s, which demanded a shift toward 
more socially useful medical research (as opposed to medical applications 
for the military, for example). In 1971, the Nixon administration imple-
mented a large- scale national campaign called the “War on Cancer” in 
order to conquer the disease by 1976, the American Revolution Bicenten-
nial. These cultural and political developments presented a particularly 
challenging environment for molecular biologists and biochemists, whose 
research had primarily focused on the molecular understanding of bacte-
rial viruses and bacteria.22

This book indicates how biomedical researchers in the Bay Area re-
sponded to an increasing demand for medical relevance during the 1970s 
and provides a nuanced understanding of the changing scientific and 
political opportunities for biomedical research. What were the implica-
tions of the postwar patronage system, based primarily on the anticipa-
tion of medical progress, for practitioners and institutions of biomedical 
research? In what ways did scientists, academic administrators, and gov-
ernment officials respond to this new political shift? Historians of science 
have just begun to examine the history of molecular biology beyond the 
cracking of the genetic code in the mid- 1960s, an event often touted as the 
monumental success of the molecular approach to studying life.23 More 
problematic has been how commentators, at a time when large- scale re-
search projects, such as the Human Genome Project and commercial bio-
technology companies like Genentech, have promised scientific break-
throughs, biomedical innovations, and financial benefits, simply tend to 
extend this triumphant narrative of molecular biology of the 1960s well 
into the 1980s.24 What happened after this supposed climax of molecular 
biology in the mid- 1960s, in fact, amounted to an intellectual and political 
crisis of medical relevance in the 1970s.25

With no tangible medical progress in hand, the response of biomedical 
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researchers to this crisis had a significant impact on the trajectory of mo-
lecular biology and the emergence of a particular form of biomedical en-
terprise in the 1980s. A “mass migration” of biomedical researchers who 
researched simple organisms like bacteria and bacterial viruses toward 
more complex eukaryotic organisms, such as animal viruses and human 
cells, was one such crucial response to call for relevance.26 Some Stanford 
biochemists, including Paul Berg and David Hogness, began to work on 
the biology of higher organisms. Inspired by their experimental success 
with prokaryotes in the two preceding decades, Berg and Hogness tried 
hard to pioneer a biochemical and genetic approach in eukaryotic biology. 
This boundary crossing from prokaryotic to eukaryotic systems allowed 
recombinant DNA technology and other significant new research tech-
niques and agendas to emerge.

At another level, in analyzing the scientific and political genealogy of 
recombinant DNA technology, I emphasize the epistemic dynamics in 
biological experimentation through which an object in a particular re-
search system became transformed into a research technology.27 This line 
of analysis allows me to provide an alternative to the truncated, teleo-
logical narrative of the technology’s progression toward genetic en-
gineering.28 I show, in particular, how Stanford biochemists Berg and 
Peter Lobban’s artificial synthesis of recombinant DNA molecules re-
constituted “life” as a technology in the biology of higher organisms.29 
Subsequently, Stanford biochemists’ recombinant DNA research cross- 
pollinated with the work of other San Francisco Bay Area researchers 
in a large network that opened a new array of possibilities for genetic 
manipulations in the early 1970s. Some scientists— notably the Stanford 
biochemist Lobban— recognized recombinant DNA research’s possible 
application to genetic engineering even before its experimental imple-
mentation. As early as 1969, he thought that, if useful gene sequences 
could be joined together, then the resulting hybrid DNA molecules 
would be a source for the mass production of useful medical and scien-
tific molecules, such as insulin.30 Before long, Cohen and Boyer cloned 
recombinant DNA. Their subsequent research, especially their collabora-
tive work with the Stanford biochemist John Morrow using animal DNA, 
made the medical application of recombinant DNA technology an ex-
perimental reality.31 Indeed, the technical implementation of life engen-
dered a set of new connections among different research agendas, ex-
perimental systems, and funding patronages, which ultimately led to the 
emergence of genetic engineering.
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Private Ownership and the Public Interest

The emergence of recombinant DNA technology, with its commercial 
and medical prospects, provided new institutional and political opportu-
nities and challenges. At the outset, transforming economic and legal as-
sumptions about academic research in the 1970s, especially with regard 
to its ownership and use, prompted some university administrators, scien-
tists, and government officials to claim proprietary rights over biomedi-
cal knowledge and practices. By examining how recombinant DNA tech-
nology evolved from a research technology shared by molecular biologists 
to an intellectual property belonging to private institutions and inven-
tors, I ask the following questions. In what economic, legal, and institu-
tional contexts did this new technocultural entity— genetic engineering— 
become a legal and commercial form or biotechnology? Can an academic 
institution claim the ownership of a research result funded largely by the 
taxpayers? How did scientists, university administrators, and government 
officials begin to reconceive private ownership as a new way to liber-
ate biomedical discoveries for public benefit? And in what ways did this 
moral rendering of privatization justify a new set of expectations for com-
mercialization about the use of research results arising from government 
or public support? During this period, the basic tenets of the Bayh- Dole 
Act of 1980 (also called the Patent and Trademark Law Amendments 
Act), which gave universities and small businesses control of their inven-
tions resulting from government support, was first proposed, debated, and 
eventually adopted.32

The discussions of patenting recombinant DNA technology with which 
a number of Bay Area scientists, university administrators, and govern-
ment officials were involved in turn points to a shifting institutional re-
lationship of academia with government and private industry. Stanford 
University had charted the postwar realignment of the academy, the gov-
ernment, and industry in the latter half of the twentieth century.33 In the 
years during and after World War II, Stanford had capitalized on the ex-
pansion of military- related engineering and physics research, aggressively 
acquiring funds from the Department of Defense. At the same time, the 
university cultivated relationships with private industry (mostly in elec-
tronics), contributing to the rise of Silicon Valley.34 In other words, Stan-
ford administrators and scientists tried to maintain the university’s finan-
cial, intellectual, and political independence from its powerful patrons by 
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asserting scientific research as the core mission of the academic univer-
sity.35 Similarly, Stanford administrators adopted this strategy of promot-
ing the profile of biomedical research through its cultivation of federal 
patronage in rebuilding its medical school during the late 1950s. Federal 
support for biomedical research in universities had grown exponentially, 
and the National Institutes of Health (NIH) became the largest funding 
source of scientific research by early 1960, surpassing the Department of 
Defense.36 When Stanford relocated its medical school to the main cam-
pus in Palo Alto in the late 1950s, it promoted biomedical research by 
channeling ample federal funds into the new site. Stanford’s heavy reli-
ance on federal funding in its institutionalization of biomedical research 
provided the institutional and scientific backdrop for reconceiving the 
commercialization of academic research in the 1970s when economic and 
political shifts diminished public support.

At the heart of the debate over private ownership of recombinant 
DNA technology was the redefinition of what public knowledge meant in 
the academy, as well as its relation to private knowledge in industry. Until 
the early 1970s, patenting had only played a minor role in the transfer of 
biomedical knowledge from university settings to private industry.37 Re-
sults from academic biomedical research, mainly funded by the federal 
government and especially by the NIH, remained in the public domain for 
the promotion of their widest medical use. Critics of unpatentable knowl-
edge, however, pointed to the growing industrialization of medically re-
lated sciences and the pharmaceutical industry, which brought innova-
tions through the patenting of critical chemical substances, methods, and 
practices.38 Those in the pharmaceutical industry in turn opposed the use 
of unpatentable knowledge because of concerns about uncertain propri-
etary interests and undue competition. Moreover, amidst worries about 
declining economic productivity in the United States during the 1970s, the 
profitable use of academic research emerged as a crucial national issue 
among university administrators, government officials, politicians, and the 
public at large.

At the same time, criticisms of the public character of academic knowl-
edge and its underuse became a subject of a national discussion among 
conservative scholars in the new field of law and economics.39 Research 
universities, seeking alternative resources of support in the context of 
dwindling financial and political support for academic research, began to 
mobilize a renewed belief in the marketplace.40 If universities could gen-
erate royalty incomes from academic patenting, much like the commer-
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cializing patterns in the twentieth- century pharmaceutical industry, they 
could enormously benefit financially.41 Federal agencies that were under 
budgetary pressures could in turn reduce the amount of research support 
if universities were provided with legal and institutional means to gener-
ate additional income. Thus, government officials and university adminis-
trators tried to open a new legal avenue for privatization by implementing 
broader legal shifts in federal patent policies; these had initially evolved 
from the NIH’s institutional patent agreements (IPAs).42 By the early 
1970s, then, patenting presented a compelling opportunity for universities 
to demonstrate the economic and social benefits of biomedical research at 
a time when politicians and the public demanded relevance and tangible 
benefits from government- supported research.43

This book shows how Stanford research administrators, in alliance with 
some federal officials, promoted the private ownership of recombinant 
DNA technology as a viable means of disseminating its medical and in-
dustrial potential to the public within the changing political and economic 
landscape for biomedical research in the 1970s. Stanford administrators 
and some government officials, encouraged by the recent critics of unpat-
entable public knowledge, claimed that scientific discoveries and inven-
tions left in the public domain would hinder the wider diffusion of their 
tangible medical and economic benefits. They claimed that private owner-
ship of inventions arising from public support would also offer a powerful 
means of instigating biomedical discoveries for everyone’s benefit. I argue 
here that the emergence of these capitalistic conceptions of knowledge 
in the 1970s provided a broad institutional and legal framework for the 
privatization of recombinant DNA technology.

In some ways, these mid- twentieth- century changes in the privatization 
of biomedical research in academic institutions reflect the broad historical 
development of the industrialization of medically related sciences and the 
pharmaceutical industry, which had a long history preceding biotechnol-
ogy.44 By recognizing the extent to which biomedicine had already been 
commercialized by the mid- twentieth century, I highlight in this book 
how the privatization of recombinant DNA technology reconfigured the 
boundary between the public knowledge of the academy and the private 
knowledge of industry.45 The post– World War II institutional arrange-
ment among academy, government, and industry, as well as their respec-
tive roles in maintaining public and private domains of knowledge, all 
disintegrated. Consequently, promoters of both biotechnology and priva-
tization articulated that private ownership possibly benefited the public 
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interest provided a moral justification for commercializing academic in-
ventions, thus making it a new public obligation for academic researchers. 
Indeed, through its institutional and legal rearrangements with regard to 
the privatization of recombinant DNA technology, Stanford University 
became the progenitor of the biotechnology industry, setting the stage for 
the commercialization of biomedical research.46

Moral and “Capitalistic” Economies of Science

From the outset, the patenting of recombinant DNA technology by uni-
versity licensing offices triggered opposition and controversy among the 
Stanford scientists who had customarily exchanged and shared research 
ideas, materials, and tools. The ensuing debates involved issues including 
scientific credit, inventorship, and obligations, and were especially heated 
between Stanford biochemists and two outsiders to the Stanford Bio-
chemistry Department, Cohen and Boyer, who had been designated as 
the technology’s inventors. Berg and other biochemists and molecular 
biologists in the Bay Area, some of whom had been collaborators with 
Cohen and Boyer, expressed serious reservations about commercializa-
tion through patenting. Can a scientist “own” a research technology in 
basic molecular biology? Were Cohen and Boyer the sole co- inventors 
of recombinant DNA technology, even though others had contributed 
to the process? What would be the moral implications of this privatiza-
tion among biomedical researchers, whose traditional assumptions about 
public knowledge and reciprocal exchange helped foster scientific pro-
ductivity and regulate their competitive scientific pursuits?

This book examines how members of the biomedical research commu-
nity in the Bay Area tried to grapple with the consequences for academic 
institutions and culture resulting from the commercialization of recombi-
nant DNA technology. In order to direct analytic attention to communal 
and moral issues in laboratory life arising from commercialization, I ex-
plore the Stanford biochemists’ moral economy of science. This encom-
passed communally held views about the proper ways of organizing labo-
ratory life; about social norms and obligations in scientific exchange and 
knowledge production; and about customs and rules in the distribution of 
resources.47 Indeed, Stanford biochemists had developed a distinctive re-
search culture that entailed sharing research materials, instruments, and 
monies; this was partly sustained by their shared interests in DNA. More 
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importantly, by enabling a vibrant circulation of scientific ideas and mate-
rials, their communal research culture significantly contributed to the de-
velopment of recombinant DNA technology. Cohen and Boyer’s cloning 
work relied on the exchange of scientific ideas, techniques, and research 
materials among the Stanford biochemists, who also provided the moral, 
social, and material background against which biotechnology emerged. In 
turn, this moral economy of science implicitly suggested the immorality 
of secrecy and unfettered competition, which fueled the controversial and 
lengthy debate over the invention and ownership of recombinant DNA 
technology.

Thus, the Stanford Biochemistry Department provides an excel-
lent case through which one can observe how customs, rules, and moral 
obligations— that is, the moral economy of science— came into being in 
a local context, and how they shifted and collided with a “capitalistic” 
economy of science based on proprietary claims on knowledge and its 
products amid commercialization.48 This moral economy of science ap-
proach has one obvious advantage: it aims to reach beyond existing schol-
arly literature on the impact of the commercialization of science in aca-
deme, which has often been built on a set of abstract distinctions between 
public and private knowledge, academic research and industrial develop-
ment, and scientists and entrepreneurs.49 This set of distinctions has pro-
vided an underlying analytic framework that deals with issues that include 
the deregulation of recombinant DNA research, the impact of the com-
mercialization of biology on the academy, and the rise of the biotechnol-
ogy industry followed by the patenting of recombinant DNA technology. 
The prevalent historiography of commercialization often takes “the Mer-
tonian norm of open science” somewhat literally in its analysis of the im-
pact of profit seeking on academic culture, focusing on how such motives 
and behaviors encroached on the traditional norms of scientific research 
such as free exchange of materials and ideas.50 Robert K. Merton’s nor-
mative analysis of academic culture, with its prescription of open science, 
has a limited analytic advantage for illustrating the shifting norms of aca-
demic research in a historical context.

Historians have fruitfully examined the material culture of communi-
ties of experimentalists in order to substantiate distinctive cultural and 
moral assumptions underlying their particular ways of experimental life. 
In the competitive fields of biochemistry, genetics, and molecular biology, 
concerns about moral economies, as they were related to the sharing of 
materials and techniques, secrecy, and credit, were widespread and of 
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paramount importance. Each local community developed its particular 
customs, especially in terms of material exchange and credit distribution, 
and its moral economy sustained and regulated a specific form of research 
community. For example, some research communities, like Drosophila ge-
neticists at Caltech in the 1930s or the Caenorhabditis elegans research 
community in the 1970s, fostered their own moral economy centered on 
the exchange of their model organisms. James Watson’s story of the elu-
cidation of DNA structure, as well as controversies regarding the access 
and ownership of gene databases in the post– World War II years, also 
underline the increased concerns more recently about moral issues in the 
biomedical research community.51

In the Bay Area, with the growing prospect of broader biomedical and 
commercial applications of recombinant DNA technology, competition 
for scientific priority, credit, and financial reward intensified among bio-
medical researchers, especially after the first patent filing of Cohen and 
Boyer’s recombinant DNA– cloning technology. New opportunities and 
obligations came into being as knowledge was also capitalized through 
a different sort of privatization in academia, bringing about changes in 
social rules, customs, moral assumptions, and obligations (as in scientific 
exchange over research materials) among early recombinant DNA re-
searchers. The shifting moral economy at Stanford was not just critical to 
understanding alliance and conflict among scientists. More importantly, it 
presaged the larger economic, political, and moral changes in biomedical 
research in the 1980s. With the enactment of the Bayh- Dole Act of 1980, a 
new legal regime for academic institutions and researchers, which allowed 
for the privatization of academic research for the public benefit, provided 
what some saw as both a moral obligation and a justification for venturing 
into commercial biotechnology.

This opening of a legal avenue for academic patenting, with its articu-
lation of a causal link between private ownership and public interest, re-
shaped the scientific life of biomedical researchers.52 Just as the field of 
biotechnology emerged, some of those who were trying to place a mone-
tary value on biomedical research faced mounting legal challenges and 
moral criticism. In the early 1970s, from the point of view of Stanford bio-
chemists, there was neither certainty nor inevitability— in fact, there was 
quite a lot of skepticism and opposition— about the emergence of bio-
technology as a private enterprise serving the public in a better, more ef-
ficient way. To some promoters of biotechnology, however, Stanford bio-
chemists were just “those who left behind” the biotechnology revolution 
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in the 1970s. To a new generation of entrepreneurial scientists, a scientist’s 
pursuit of money, like the pursuit of knowledge, would become a calling 
and still be thought to play a role in fulfilling public obligations.

Stanford biochemists’ venture into commercial biotechnology in the 
late 1970s and early 1980s— especially their establishment of a com-
mercial biotech venture, DNAX— provides an apt lens through which I 
examine the shifting perception of commercialization in academia and the 
emergence of new obligations for academic researchers. In a competitive 
global economy where the production and management of knowledge in-
creasingly became the key to prosperity, the obligations of academic in-
stitutions and researchers to the public were increasingly reimagined in 
terms of economic output. Indeed, Stanford biochemists, along with like- 
minded academic administrators, private investors, and scientists, tried to 
experiment with alternative institutional forms of the biomedical enter-
prise, which would fulfill obligations toward both shareholders and the 
public. Commercial biotechnology in the end brought a new financial re-
gime and capitalistic economy in science in academia, linking the acad-
emy and industry together in the name of public interest.

Summary of Contents

I begin chapter 1 by examining the establishment of Stanford Biochemis-
try Department in the context of the post– World War II rise of biomedi-
cine as a major research enterprise. I describe its formation in 1959 as a re-
search department focused on the genetics and biochemistry of DNA; this 
was the focus of most post– World War II biomedical research. This “DNA 
Department” developed its own style of research management and col-
laboration involving arrangements of finances and materials among fac-
ulty members. Stanford biochemists’ moral and political economies of 
sharing, along with their concentration on DNA, provide an important 
background through which I examine the dynamics between experimen-
tal developments and research environments, which were changing during 
the 1970s, especially with the emergence of genetic engineering and com-
mercial biotechnology.

I begin to examine these transforming dynamics, as well as the scien-
tific and political genealogy of recombinant DNA technology, in chapter 2 
by considering Stanford biochemist Paul Berg’s new research venture 
into the molecular biology of cancer. I argue that the advent of recombi-
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nant DNA technology derived from particular experimental opportuni-
ties, as well as from scientific commitments to the biology of higher organ-
isms; this occurred with tumor virus model systems in the late 1960s and 
early 1970s, when molecular biology was experiencing an intellectual and 
political crisis because of its inability to expand its experimental horizon 
beyond simple organisms like bacteria. Berg’s use of tumor viruses for 
studying eukaryotic biology eventually led to the advent of recombinant 
DNA technology as a research tool for gene mapping. I explain how this 
artificial synthesis of recombinant genes brought about new possibilities 
for reinventing nature.

I investigate how a wide range of experimental hybridizations occurred 
as concepts and materials were circulated through a system of exchange 
and collaboration in the laboratories of Stanford biochemists where re-
combinant DNA research was centered. The first experimental success of 
cloning recombinant DNA molecules in 1972, by Cohen and Boyer, was 
followed by a series of molecular- cloning experiments, and Cohen’s lab-
oratory emerged as a central node of the research network. At the same 
time, the Stanford biochemists grew embroiled in the public debate on the 
possible biohazards of recombinant DNA experiments. In chapter 3, by 
analyzing the shifting material, intellectual, and social contexts in which 
scientists raced to clone recombinant DNA molecules, I illustrate how the 
system of exchange in recombinant DNA research transformed, along 
with material and moral consequences.

In chapter 4, I describe the shifting moral economy of science in the re-
search network that formed around Stanford biochemists. While the Stan-
ford biochemists’ communal research culture initially contributed to the 
series of experimental hybridizations that led to the advent of recombi-
nant DNA technology, I show how Cohen and Boyer’s work also eventu-
ally deprived the other biochemists of an opportunity to claim their own 
priority in gene cloning. Frustration among these biochemists heightened 
when Cohen began to take advantage of his possession of a cloning vec-
tor. This chapter further demonstrates how the pursuit of patenting by sci-
entists and university patent officers subverted the culture of sharing and 
collaboration that had earlier sustained the Stanford biochemist research 
network.

In chapter 5, I analyze how academic institutions, government agen-
cies, and the nascent biotechnology industry argued about the legal own-
ership of recombinant DNA technology in the name of the public interest. 
In doing so, I reconstruct how a small but influential group of govern-
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ment officials and university research administrators introduced a new 
framework for the commercialization of academic research by linking 
private ownership and the public interest. These contested developments 
at Stanford provide a valuable background for analyzing changes in the 
academic culture that attended commercialization of academic research.

This new support for academic patenting, promoted by the suggested 
causal link between private ownership and the public interest, further 
challenged the moral economy of science at the laboratories of Stanford 
biochemists. In chapter 6, I examine the diverse motives, rationales, and 
frustrations of scientists who participated in the biotechnology industry 
during the transforming academic environment of the 1980s.53 By evaluat-
ing the seemingly impossible shift from Stanford biochemists’ opposition 
to the Cohen- Boyer patent to their own later involvement in the biotech-
nology industry, I discuss how these scientists accommodated increasing 
commercialization within the universities. I examine what they conceived 
of as problematic patterns in the commercialization of biomedicine and 
investigate how these biochemists tried to build what they regarded as an 
academic research institute, DNAX, in a corporate setting.54 I also discuss 
the fate of DNAX.

In the conclusion, I reflect on the coproduction of both late- twentieth- 
century biotechnology and the American entrepreneurial university, un-
derlining how both promoters and critics attempted to rethink the rela-
tionship of the academy and its products, to industry, government, and 
the public. The history of recombinant DNA technology shows how scien-
tific, institutional, legal, and moral transformations that attended the com-
mercialization of academic research were inextricably linked to the rise 
of market- oriented ideas about knowledge and its relation to the public 
at large. The gospel of private ownership indeed provided a new intellec-
tual regime for publicly supported research and shifted the moral land-
scape for academic research. The institutional and moral reconfiguration 
of the research university in turn made commercialization a new public 
obligation of academic researchers. The result was a new hybrid entity— 
biotechnology— that binds the academy and industry together in the 
name of public interest, through the circulation of capital.



In the summer of 1959, Arthur Kornberg, along with five of his former 
colleagues at Washington University, St. Louis, arrived at Stanford Uni-

versity in California. They became faculty members of the newly estab-
lished Department of Biochemistry at the Stanford Medical School, with 
Kornberg as its chair. Kornberg had accepted the chairmanship of the 
new biochemistry department two years earlier; since then, he had the 
unique opportunity to assemble his faculty members, organize research 
programs, and help design the department’s laboratory space in the new 
building at the medical school on the Palo Alto campus. Kornberg had 
complete freedom to choose new faculty members, and in a short letter 
to Robert Alway, acting dean of the Stanford Medical School, he recom-
mended six— Melvin Cohn at the rank of professor; Paul Berg and Rob-
ert L. Baldwin as associate professors; and David Hogness, A. Dale Kai-
ser, and I. Robert Lehman as assistant professors. There were no other 
explanations about his recommendations, except his admission that “the 
[application] forms are rather short on detail, but I think it should be real-
ized that each of these men is being sought after now by excellent univer-
sities throughout the country.”1

The Stanford Biochemistry Department, assembled de novo under 
the strong leadership of Kornberg, was literally a “Kornberg” depart-
ment. The entire faculty, except for Baldwin who came from the Univer-
sity of Wisconsin, had previously been recruited to Kornberg’s Microbi-
ology Department at Washington University as his postdoctoral fellows 
or junior faculty. As Kornberg characterized, they were an “extended 
family.”2 Moreover, they had been, according to Kornberg, “working as 
a ‘team,’ in the loosest sense of this term, in trying to understand hered-
ity and differentiation at a chemical and molecular level.”3 Kornberg, who 
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was awarded the Nobel Prize in 1959 for his research on the synthesis 
of DNA, was at the forefront of exploring the biochemical basis of he-
redity as DNA became widely understood as the cell’s most important 
component, its “master plan” that would direct production of its other, 
various molecular structures. Kornberg had already isolated an enzyme— 
DNA polymerase— that was believed to direct the chemical synthesis 
of DNA; this was the work for which he was awarded the Nobel Prize. 
The group of scientists he had assembled at Washington University in the 
early 1950s had been examining the chemical and biological properties of 
DNA. When most of them accompanied Kornberg to Stanford, he formed 
a “DNA” department as well.

The establishment of the Stanford Biochemistry Department, chaired 
by the Nobel laureate Kornberg, exemplified the university’s commitment 
to a new vision for biomedicine. The importation of a strong group of scien-
tists in biochemistry and molecular biology to the Stanford Medical School 
was a key part of its ambitious effort to establish a center for biomedi-
cal and clinical research. In July 1953, Stanford president John E. Wallace 
Sterling, along with members of the board of trustees, had reached a con-
clusion that the medical school should be an integral part of the university, 
both geographically and intellectually. The decision to relocate the medical 
school from San Francisco to the main campus at Palo Alto, in addition 
to Stanford’s vision of a research- oriented medical school, reflected the 
board’s recognition of the significance of biomedical research and its ris-
ing cultural, scientific, and financial status in post– World War II research 
universities.4 According to Sterling’s plan, Stanford’s new medical school 
would establish its basic biomedical departments along with the reorgan-
ized clinical departments, and the proximity of both to the main campus 
would facilitate a new style of biomedicine in which a broad array of con-
ceptual and technical tools in the experimental life sciences could contrib-
ute to medical education and research. Sterling noted also that the faculty 
of the Stanford Medical School underlined the significance of research:

We place great emphasis on the creation within the Medical School of the 

stimulating and exciting environment which stems from maximum productivity 

and diversity of research. Although patient care is the backbone of the practice 

of medicine, the great advances in medicine must necessarily come from exper-

imental and clinical investigation. It is an integral part of the responsibility of 

the medical school to the Nation to expand the horizons of scientific medicine 

and to break new ground in the conquest and prevention of disease.5
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The rise of biomedical research at Stanford was orchestrated by admin-
istrators, including the university’s first provost, Frederick Terman, and 
the dean of the medical school, Windsor Cutting; the dean shared the uni-
versity’s strategic pursuit for “steeples of excellence” in a few key areas 
of research with the highest growth potentials.6 At a time when the fed-
eral government, especially the National Institutes of Health (NIH), dras-
tically expanded its support for biomedical research, Stanford adminis-
trators opportunistically took advantage of this post– World War II trend 
to build up their profile in that area.7 At one level, Stanford’s integra-
tion of its medical school with the main university reflected a broader 
post– World War II realignment in the relationship between medicine and 
biology, namely the rise of biomedicine as a “hybrid form of research and 
therapy that combines the normal and pathological.”8 At another level, 
Stanford’s new biochemistry department, with its obstinate focus on basic 
research as opposed to clinical care, reflected the post– World War II dis-
ciplinary consolidation of biochemistry, biophysics, microbiology, genet-
ics, and molecular biology into the broad framework of basic biomedical 
research. For example, biochemistry, or a minor medical specialty called 
“medical chemistry,” had been a service discipline inside the medical 
school, providing a basic biological and biochemical training necessary for 
medical students. However, after World War II, biochemistry emerged as 
an autonomous and powerful subject area of biomedical research.9 With 
the postwar expansion of the biomedical research enterprise, other in-
cluded disciplines, such as genetics and molecular biology, began to prolif-
erate as autonomous fields in research universities, attracting ample fund-
ing to support their laboratory operations.10

In this chapter, I examine the development of Stanford biochemists’ 
communal form of laboratory life.11 I first show how Stanford’s strategic 
appropriation of the expansion of federal patronage for biomedical re-
search led to the establishment of the new biochemistry department, one 
that strongly focused on DNA as its research subject. Under Kornberg’s 
influence, Stanford biochemists developed their shared research interests 
in DNA, especially in its biochemical replication and biological activities 
like genetic expression and regulation— the central problems in molecu-
lar biology in the 1960s and 1970s. Stanford biochemists in turn formed 
a particular style of research community at the local level by cultivating 
distinctive communal practices among its faculty members. I analyze how 
Stanford biochemists tried to foster a research community with distinc-
tive moral and political economies of science by sharing laboratory space, 
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research instruments and materials, and even monies.12 At one level, their 
sharing practices were embedded in their distinctive moral economy of 
science— communal views about proper ways of organizing their labo-
ratory life; about social norms and obligations in scientific exchange and 
knowledge production; and about customs and rules in the distribution of 
resources in the community life. At another level, their communal mode 
of the department’s financial and managerial operations was reflected in 
their particular, local political economy of science— a small, tight- knit 
political economic sphere devised through pooling its resources commu-
nally while maintaining its broader, rational economic relationship with 
federal funding for biomedical research. As I show, the moral and political 
economies of science embedded in the Biochemistry Department evolved 
from their efforts to sustain a vibrant flow of ideas, materials, and technolo-
gies that could sustain the productivity and independence of their research 
in the increasingly competitive world of biomedical research in the 1960s.

Toward a Biomedical School

In his presentation to Stanford’s Board of Trustees in June 1953, President 
Sterling argued that the medical school should undertake a bold move 
that would benefit both itself and the university:

It was argued that the future of medical education is dependent on the course 

of medical science, and that, in turn, medical science has become increasingly 

dependent upon the basic physical sciences and upon the social sciences. This 

key relationship of medical education and science to other scientific fields can 

best be strengthened and advanced by bringing the Medical School into the 

closest possible physical and intellectual relationship to the whole University. 

This is a view to which I subscribe.13

The move to the main campus at Palo Alto would be both “physical 
and spiritual” (figure 1.1). When concluding his study of the Stanford 
medical school in San Francisco in 1952, Sterling pointed out that the de-
teriorating educational and clinical facilities were in major need of re-
placement and refurbishment (figure 1.2). In addition to the “hopeless 
jumble” of the medical school and Lane Hospital, the former’s financial 
woes were growing worse; it had been losing four hundred thousand dol-
lars annually by 1950.



figure 1.1. Integration of the medical school and the university at Stanford. Stanford presi-
dent Wallace Sterling presented his plan to relocate the medical school to the main campus 
at Palo Alto in 1953. The integration was meant to be both geographical and intellectual in 
nature, heralding Stanford’s commitment to a new biomedical school. Image from “Statement 
to the Stanford Trustees,” John E. Wallace Sterling Papers, Stanford University Archives, SC 
216, box 63. Reproduced with permission, Department of Special Collections, Stanford Uni-
versity Libraries, Stanford University.



figure 1.2. Stanford Medical School and Lane Hospital. Stanford Medical School and Lane 
Hospital, previously located in San Francisco, were in a financial and intellectual malaise. 
Their relocation and integration with the larger university aimed to bring biomedicine, both 
for its scientific development and financial support, to Stanford University. Image from “Stan-
ford Medical School Becomes a True University School,” 1956, p. 11, John E. Wallace Sterling 
Papers, Stanford University Archives, SC 216, box 63. Reproduced with permission, Depart-
ment of Special Collections, Stanford University Libraries, Stanford University.
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More problematically, the relative lack of medical research facilities 
and professors meant that the medical school was in danger of failing to 
take part in the postwar development of biomedical research and the ex-
pansion of its federal support. At Stanford, a memo circulated in the late 
1950s stressed the urgent need to emphasize research in the newly relo-
cated medical school. Pointing to the fact that the NIH’s grants for train-
ing and research had increased by 5 times to 7.5 times in eight years fol-
lowing 1950, it was suggested in the memo that the new medical school 
should “put an emphasis on education, on attracting more doctors (M.D. 
+ Ph.D.) into academic and investigative training careers” as a way to fi-
nance the new medical school (figure 1.3).14 Sterling, along with the dean 
of the medical school, Windsor Cutting, emphasized that the intellectual 
and geographic division between preclinical disciplines of the university, 
such as biology, biochemistry, chemistry, and genetics, and clinical depart-
ments of the medical school, such as anatomy, pathology, and physiology, 
was no longer tenable. Pointing to the “essential unity of biology and the 
basic medical sciences,” and its implications for both medical practice and 
medical education, Sterling and Cutting further asserted that the progress 
of medicine increasingly depended on advances in the basic biochemical 
and biophysical sciences. The geographic and academic integration of the 
medical school with the rest of the university, they concluded, could pro-
vide an unparalleled opportunity for Stanford to institute biomedical re-
search in a truly academic medical school.15

The relocation of the medical school to Stanford’s main campus also 
provided a chance to empower dispersed medicine- related faculty mem-
bers in the biology and chemistry departments at the university. At Stan-
ford, biochemistry had played a traditional service role to medical educa-
tion, reflecting the state of the discipline since the early twentieth century.16 
For example, most Stanford biochemists, such as J. Murray Luck and Lau-
rence Pilgeram, resided in the chemistry department and were more ori-
ented toward chemistry rather than biochemistry. Moreover, immediately 
after World War II, Stanford lost one of the pioneers of biochemical ge-
netics when George Beadle moved to Caltech.17 He was partly attracted 
to Caltech on account of the pervasive cooperative research among biolo-
gists, chemists, and physicists, who were supported by a flow of grant funds 
to biochemistry and molecular biology.18 Beadle was further disappointed 
by Stanford biochemist Hubert Loring’s lack of appreciation for the 
novel approach based in molecular genetics that Beadle had developed 
in his Neurospora experimental system.19 Loring, a student of  Wendell M. 



figure 1.3. Stanford’s memo on the postwar growth of National Institutes of Health (NIH) 
grants. This memo noted the postwar growth of the NIH’s grants to research organizations 
and scientists, which had increased by 5 times in training awards and by 7.5 times in research 
grants in the eight years since 1950. The memo then suggested that expanding biomedical re-
search in the medical school could attract NIH grants. Image from “USPHS Grants,” John E. 
Wallace Sterling Papers, Stanford University Archives, SC 216, box 62, folder: 9. Reproduced 
with permission, Department of Special Collections, Stanford University Libraries, Stanford 
University.



26 chapter one

 Stanley, preferred a structural approach to biochemistry based on the 
crystallization and analytical ultracentrifugation of virus particles.20 Ad-
ditionally, Edward Tatum, a biochemist from the Department of Biology 
at Stanford who collaborated with Beadle on their Nobel prize– winning 
experiment, had also left to join the Rockefeller Institute in 1956, despite 
having received Stanford’s hasty offer of the chairmanship of a new bio-
chemistry department that was then still a “paper  organization.”21

Frederick Terman, newly appointed in 1955 as academic provost at 
Stanford, played a key role in establishing two new basic biomedical de-
partments (the Biochemistry and Genetics Departments); he accom-
plished this, along with Dean Cutting, by coordinating the integration of 
the medical school with the university.22 The two men shared Stanford’s 
new vision of a research- oriented medical school, as well as the reform 
of its medical education curriculum. Terman’s administrative experience 
in rebuilding Stanford’s engineering school had provided intellectual and 
strategic resources for building another “steeple of excellence” in biomed-
icine. As chair of the Department of Electrical Engineering and later as 
dean of the School of Engineering at Stanford, Terman had transformed 
its engineering school into one of the top academic centers of electron-
ics, thus helping lay the foundation for Silicon Valley. Building on the De-
partment of Electrical Engineering’s initial strength in radio engineering, 
Terman had instituted a robust set of electronics- related and microwave 
research programs in the physics and engineering departments, which in 
turn attracted government grants and industrial contracts during World 
War II and the Cold War. Terman’s experience in the building of Stan-
ford’s School of Engineering, and his contribution to the development 
of Silicon Valley, convinced him of the centrality of research to a univer-
sity’s intellectual status and financial health.23 Though already a respect-
able institution of higher education, Terman claimed that Stanford had 
become too dependent on political and commercial demands from gov-
ernment and industry. He believed that through its research activities the 
university could become more independent and gain sufficient intellec-
tual strength to make distinctive contributions to society:

Universities carry on learning and innovation work in the sciences and engi-

neering because it is necessary to do so in order to provide the best possible 

education at the higher levels. In addition, because of the freedom and low op-

erating costs of universities, they are ideal institutions to carry on research as a 

service to society.24
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Terman’s emphasis on research was indeed well suited to Stanford’s am-
bition of building a new research- oriented medical school on the main 
campus (figure 1.4).

At another level, the emphasis on the role of research at both Stan-
ford University as a whole as well as its medical school reflected the post– 
World War II rise of the “federal research economy” that supported an 
unprecedented level of government- sponsored academic biomedical re-
search.25 Above all, the rapid rise of the NIH as a major patron for bio-
logical and medical research during the postwar period drew the attention 
of university administrators. Public enthusiasm for biomedical research 
not only bolstered federal support but also changed the pattern of private 
support for medicine after World War II. Lay activists energized volun-
tary health organizations like the National Foundation for Infantile Pa-
ralysis and the American Cancer Society, enthusiastically promoting the 
importance of laboratory- based research in fighting diseases. Their activ-
ism in turn convinced politicians and government officials that support 
for biomedical research held broad political appeal.26 Administrators 
of medical schools were acutely aware of the implications of the chang-
ing patronage system for American medical education and research. In 

figure 1.4. Construction of Edwards Building, Stanford Medical School. The medical school 
moved to the main campus at Palo Alto, ca. 1958. Image from Arthur Kornberg Papers, Stan-
ford University Archives, SC 359, box 31. Reproduced with permission, Department of Spe-
cial Collections, Stanford University Libraries, Stanford University.
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1950, George B. Darling, director of Medical Affairs at Yale University 
and former vice- chairman of the medical division of the National Re-
search Council during World War II, called attention to the rising share 
of government- sponsored research in medical schools. As “medical re-
search became big business,” Darling asserted, medical schools deserved 
to benefit from their share of the available funds.27 Several universities, 
including the Johns Hopkins and Stanford medical schools, made serious 
efforts to accommodate the emerging emphasis on biomedical research 
by integrating their medical and university education in the early 1950s.28

Stanford administrators took advantage of ample federal research 
funds for reinvigorating its biomedical research enterprise. In 1957, Ter-
man solicited various funds from federal government and private foun-
dations, collecting more than $5,000,000 (including $1,500,000 from the 
NIH’s Health Research Facilities program) for the relocation of the Stan-
ford Medical School.29 The large influx of federal research funding was 
regarded as a stable resource for the operation and expansion of the 
medical school. Indeed, to Stanford administrators, the establishment of 
a biochemistry department at its medical school could thus help meet 
several goals. First, it could introduce recent advances in biochemistry and 
molecular biology, contributing to the strengthening of the university’s 
biomedical research profile, which could help Stanford’s effort to reform 
its medical education by focusing more heavily on biomedical research 
rather than on clinical care and training. Moreover, the infusion of federal 
grants to biomedical research could provide viable financial resources for 
the growth of both the medical school and the university as a whole.

De Novo Biochemistry Department at Stanford

Establishing a completely new academic division at Stanford dedicated 
to biomedical research in the highly competitive context of postwar bio-
medical research was not an easy feat. Major research universities had 
been competing with each other since the mid- 1950s in order to build a 
critical mass in the burgeoning fields of biochemistry, genetics, and mo-
lecular biology. For example, after Harvard’s unsuccessful attempt to re-
orient biochemistry to be more in line with recent biomedical research in 
the early 1950s, it hired the young molecular biologist James Watson in 
1956.30 MIT lured Salvador E. Luria away from Caltech in the late 1950s 
in order to introduce the molecular approach to biology in the biology 
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department and revise its biology curriculum.31 Caltech, whose biology 
division had successfully attracted self- proclaimed molecular biologists 
under the leadership of Max Delbrück, faced increasingly fierce competi-
tion with other academic institutions searching for faculty members and 
research grants in biomedical research.32 Renato Dulbecco, a member of 
Caltech’s biology faculty, wrote to his colleagues in 1961: “due to the great 
demand for talents, as soon as a man has revealed his ability he becomes 
established and is eagerly sought by competing organizations . . . Thus we 
think that there is very little chance of attracting ‘young’ and at the same 
time outstanding investigators who may not be sought by other compet-
ing organizations.”33

In this competitive environment, Stanford administrators tried to find 
a promising group of scientists who might be attracted by Stanford’s 
vision for a medical school in which biomedical research would dictate the 
future trajectory of medicine. Terman even feared that the life sciences 
departments and the medical school were “destined for mediocrity” if 
he could not attract prominent biomedical researchers.34 On January 22, 
1957, with Terman presiding, Dean Cutting (Stanford medical school), 
biochemist Wendell Stanley (University of California, Berkeley [UCB]), 
and microbiologist C. B. van Neil (Stanford) gathered to discuss potential 
candidates to head a new biochemistry department at Stanford. They de-
cided to select someone whose strength was in basic science rather than in 
clinical biochemistry.35 A group of candidates emerged through their dis-
cussion. Their first choice was Kornberg. Five other prominent scientists, 
including Severo Ochoa, Seymour Cohen, Konrad Block, Christian Anfin-
sen, and Fred Sanger, were also considered as alternative choices.

Stanley, chair of the newly established Biochemistry Department at 
UCB, played a decisive role in identifying key candidates, since he had 
striven to build a freestanding academic biochemistry department.36 Stan-
ley strongly recommended Kornberg as the “most desirable man for the 
position.”37 Though Kornberg had earned an MD (from the University of 
Rochester in 1941) and had been a resident at Washington University’s 
medical school, he had been completely retrained as a research biochem-
ist during his years at the NIH from 1942 to 1952. At the NIH, he had 
worked on intermediary metabolism that involved nucleotides and co-
enzymes; this was research that later evolved into his studies of the enzy-
matic synthesis of nucleic acids.38 Kornberg highly prized academic rather 
than clinical aspects of biochemistry. For example, Stanley and Kornberg 
shared an admiration of Frederick G. Hopkins who had successfully built 
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an autonomous and rigorous biochemistry institution in Britain after 
World War I, independent of medical and industrial concerns.39

Terman soon invited Kornberg to Stanford for a four- day visit in 1957 
to offer him the position as chair of Stanford’s new Biochemistry Depart-
ment. Stanford’s offer revealed not only the dedication of its administra-
tors to the new department but also the fierce institutional competition 
between research universities to recruit top biomedical researchers. The 
university proposed a generous salary (an increase of sixteen thousand to 
twenty thousand dollars from his salary at Washington University), prom-
ised an eventual increase of the department’s annual budget from eighty 
thousand to two hundred thousand dollars, and provided the prospect of 
brand new facilities and equipment. More importantly, Stanford would 
give him the freedom to organize his new department. Terman assured 
him that he could bring his whole research group to the new biochemis-
try department, and that he would not be saddled with Stanford’s existing 
biochemistry faculty at the Department of Chemistry.40 Terman also un-
derlined that the establishment of a new biochemistry department would 
become a central part of Stanford’s plan for a research- oriented medical 
school. Kornberg was further promised that he would play a major role 
in the reorganization of the chemistry and biology departments at the 
university: Kornberg could not only recommend candidates to chair the 
Department of Chemistry but also exert control over a joint biology-  
biochemistry appointment that would fill Tatum’s vacated position as 
biochemist in the Department of Biology. Indeed, Kornberg was instru-
mental in recruiting Joshua Lederberg as chair of the new Genetics De-
partment, and he helped bring Charles Yanofsky to fill Tatum’s position. 
Terman did not forget to mention that Kornberg’s new biochemistry de-
partment could fruitfully interact with Henry Kaplan’s strong biophysics 
department and Cornelius B. van Niels’s microbiology section.41

Stanford’s emphasis on basic biomedical research was particularly at-
tractive to Kornberg, who had often professed his distress about what he 
perceived as an emerging clinical and practical orientation at both the 
NIH (especially with the opening of the NIH Clinical Center in 1952) 
and Washington University School of Medicine during the late 1950s.42 
Korn berg’s skeptical attitude toward clinical research reflected his con-
viction that there was an advantage to employing simple and well- defined 
experimental systems. His experience as a medical doctor in clinical ex-
periments strengthened this point of view. The relocation of the Stanford 
medical school also provided an exciting opportunity for him to build an 
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unusual biochemistry research group that was tightly focused on basic 
biomedical research regarding nucleic acids.

Stanford’s offer to Kornberg indeed provided him with an exceptional 
opportunity to organize a new biochemistry department from the ground 
up. Kornberg decided to bring his entire research group that he had as-
sembled after becoming chair, in 1953, of the Microbiology Department 
at Washington University (see figure 1.5). He had first appointed two of 
his former postdoctoral fellows, I. Robert Lehman and Paul Berg, as fac-
ulty members in 1956. Kornberg then hired three other postdoctoral fel-
lows from the Pasteur Institute in Paris: Melvin Cohn, A. Dale Kaiser, and 
David Hogness. In France, some biologists had even called Kornberg’s 
Washington University department a “Paris in the Midwest” because of 
its adoption of the Pasteur Institute’s biochemical approach to genetics. 

figure 1.5. Microbiology Department at Washington University School of Medicine in 
St. Louis (ca. 1958– 59). From 1952 to the spring of 1959, Arthur Kornberg headed the Micro-
biology Department at Washington University’s School of Medicine in St. Louis, building a 
research group for enzymology. In the first row (those seated), the fourth person from the left 
is Arthur Kornberg, the sixth is Paul Berg, and the seventh is David Hogness. After his plan to 
organize a new biochemistry department at Stanford, Kornberg brought five people from the 
Microbiology Department. Courtesy of Paul Berg.
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The core of Kornberg’s research group was built on his expertise in the 
chemical metabolism of coenzymes and nucleic acids. With the identifica-
tion of DNA’s role as the chemical basis of heredity, and the recent addi-
tion of molecular geneticists from the Pasteur Institute, research interest 
in Kornberg’s department developed to investigate key molecular aspects 
of the gene, such as the replication of DNA and protein synthesis.

Kornberg accepted Stanford’s offer in June 1957, bringing five people 
whom he had hired at Washington University in St. Louis— Berg, Leh-
man, Cohn, Hogness, and Kaiser— and one new hire, the Oxford- trained 
physical chemist Robert Baldwin from the University of Wisconsin, Mad-
ison. From its inception at Stanford, the Biochemistry Department was 
called the Kornberg Department, as it was essentially an import of Korn-
berg’s DNA and RNA enzymology research group from the Microbiol-
ogy Department at Washington University. The importation of Kornberg’s 
core faculty (except Jerard Hurwitz who shared research interests with 
Berg) from Washington University drew ample attention from other bio-
medical researchers and university administrators, even more so as Korn-
berg’s move to Stanford coincided with his Nobel Prize in 1959 for his 
work on DNA polymerase. As Dulbecco wrote to his Caltech colleagues, 
the migration of so many colleagues from one department could be one of 
the most productive ways of building a prominent research group in the 
competitive field of biomedical research:

[I]f we want to attract the men whom we listed above [such as Drs. H. Gobind 

Khorana and Paul Berg], we must provide them with something that they do 

not have at the place where they presently are. This is companionship. To do so, 

we should not try to attract such men individually, but we should try to attract 

them all at once. That this is so is proven by examples of other organizations. 

Departments which were organized de novo or were completely reorganized 

during the last few years have succeeded in securing groups of brilliant inves-

tigators mostly with a molecular biology approach. Excellent examples are the 

newly formed Biology Division at Brandeis, the reorganized Biology Division 

at M.I.T., besides the Biochemistry Department at Stanford.43

Indeed, Stanford biochemists were imbued with a strong sense of com-
panionship, especially in terms of their cultural and intellectual cohe-
sion. When they moved to Stanford, Kornberg, Berg, Kaiser, and Hogness 
settled around the Santa Fe Avenue, where Stanford University provided 
faculty housing near the campus. These scientists were part of a newly ris-
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ing intellectual group in postwar American universities. Moreover, Stan-
ford biochemists as a group had developed tightly connected research 
interests in nucleic acids since Kornberg assembled his department at 
Washington University around problems of DNA synthesis and replica-
tion. As such, some members of the Stanford biochemistry faculty had 
worked as Kornberg’s postdoctoral fellows. Others had been hired partly 
because of Kornberg’s 1956 isolation of DNA polymerase, which had led 
him to investigate the biological activities of nucleic acids. Their shared 
research interests in the chemical nature and biological activity of nucleic 
acids, combined with their institutional cohesion as a research- oriented 
department, provided a unique context for Stanford biochemists to de-
velop their own experimental work.

The DNA Department

In the 1950s and 1960s, the material and scientific ascendancy of DNA 
in molecular biology as a chemical embodiment of hereditary informa-
tion coincided with Kornberg’s transition to Stanford.44 The same year 
he moved to Stanford, he was awarded the 1959 Nobel Prize in Physiol-
ogy or Medicine for his discovery of DNA polymerase, an enzyme that 
helps to synthesize DNA (figure 1.6). In his Nobel lecture, Kornberg un-
derlined that the knowledge of the biochemical synthesis of DNA could 
open a new array of investigations into the basis of heredity. According to 
Kornberg, the elucidation of the double- helix structure of DNA in 1953 
by James Watson and Francis Crick only provided a “mechanical model 
of replication.”45 Like other contemporary molecular biologists, such as 
Max Delbrück and others, Kornberg understood the limited implications 
of DNA’s double- helix structure for understanding biological heredity.46 
Kornberg suggested that his rigorous DNA synthesis system could pro-
vide a biochemical means to explore a sequence of reactions that control 
the transmission and expression of hereditary information, namely, DNA 
replication and protein synthesis:

Five years ago the synthesis of DNA was also regarded as a “vital” process. 

Some people considered it useful for biochemists to examine the combustion 

chambers of the cell, but tampering with the very genetic apparatus itself would 

surely produce nothing but disorder. These gloomy predictions were not justi-

fied then, nor are similar pessimistic attitudes justified now with regard to the 
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problems of cellular structure and specialized function which face us. High ad-

ventures in enzymology lie ahead and many of the explorers will come from the 

training fields of carbohydrate, fat, amino acid and nucleic acid  enzymology.47

The faculty in the biochemistry department initially developed their 
research interest in the reactions involved in nucleic acids when they 
worked with Kornberg on DNA polymerase as a postdoctoral fellow 
or a new faculty member in the Washington University department. As 
a result, Stanford biochemists initially shared a rather unusual research 
focus as a coherent research group on DNA.48 Unlike conventional bio-
chemistry departments, Stanford’s department focused its research on 
several lines of investigation related to nucleic acids, eschewing a more 
comprehensive portfolio of research that might have included carbohy-
drates, lipids, vitamins, minerals, and bioenergetics. Stanford biochemists 
instead approached the synthesis of nucleic acids, their role in protein 
synthesis, and their wider role in genetic regulation and control, from the 

figure 1.6. Arthur Kornberg with DNA model (1970). Arthur Kornberg established his Stan-
ford Biochemistry Department with faculty members who focused on the molecular and ge-
netic nature of DNA. Reproduced with permission, ©1970 Estate of Yousuf Karsh.
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very wide- ranging perspective of enzymology, genetics, immunology, and 
physical chemistry. Their evolving intellectual focus on DNA reveals how 
traditional biochemical research during the 1950s and 1960s was brought 
to bear on problems of genetic control and regulation.49 Indeed, Stanford 
biochemists developed their mutual research interests in the biological 
activity of nucleic acids from their previous research trajectories; these in-
terests were also sometimes shaped by the use of shared research mate-
rials and techniques.

To best understand Stanford biochemists’ early research focus on nu-
cleic acids, it is helpful to first follow Kornberg’s research trajectory be-
cause their collaboration with him was a key scientific factor in the es-
tablishment of the department. During his transition from a medical 
doctor to a research scientist in the 1940s, Kornberg worked on problems 
of intermediary metabolism, a field of research dedicated to the investi-
gation of chemical pathways of the degradation of nutrients and biosyn-
thesis of cellular constituents, as well as the transfer of energy involved 
in these processes. Intermediary metabolism was a subject that had been 
studied largely in medical schools because of its relevance to physiological 
and nutritional research, and had become a major preoccupation among 
biochemists, especially as nutrient research shifted toward enzymology.50 
Enzymology, through its focus on the catalytic role of diverse enzymes in 
chemical reactions, provided a new means to illuminate a sequence of in-
tegrated chemical reactions involved in intermediary metabolism.51

Beginning his research career as a nutritionist in the nutrition section 
of the NIH, Kornberg initially became interested in energy transfer in the 
respiration of cells and tissues, specifically the generation of adenosine 
triphosphate (ATP), an energy source for cellular metabolism. His subse-
quent training under Severo Ochoa at the New York University Medical 
School in 1946 then equipped him with a set of enzymological techniques 
for investigating biochemical pathways.52 During his work with Ochoa, 
Kornberg mastered essential techniques in enzymology: enzyme purifica-
tion and the assaying of enzymatic activity through the spectrophotome-
ter.53 In 1947, Kornberg continued his training in enzymology at Carl and 
Gerty Cori’s laboratory at Washington University in St. Louis. Fascinated 
by the intermediary pathways and bioenergetics involved in ATP syn-
thesis, Kornberg continued to investigate how the addition of a phosphate 
group (phosphorylation) provides energy for the synthesis of ATP by 
using kidney cells.54 After he returned to the NIH, he established the En-
zyme Section at the Industrial Hygiene Division with Bernard  Horecker 
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and Leon Heppel. Members of this section had maintained their commit-
ment to basic research, sharing their research materials and ideas through 
a regular enzyme club meeting.

The Enzyme Section at the NIH, with its expertise on nucleic acid 
biochemistry, provided important experimental systems and research 
materials for investigating protein synthesis in the 1960s. Leon Heppel’s 
accessible refrigerators at the NIH became a crucial source of polynucle-
otides, through which Marshall Nirenberg and J. Heinrich Matthaei ex-
perimentally correlated each nucleic acid sequence to the corresponding 
amino acid. Their experiment was touted as the “cracking” of the genetic 
code.55 As the biochemist Maxine Singer recollects, “the biochemistry of 
phosphate- containing compounds became a central interest of several 
in the original lunch club group.”56 In his subsequent experiments at the 
NIH, Kornberg realized that the synthesis of large biological molecules, 
such as nucleic acids, might involve the reaction of (co)enzymes with ATP 
as its energy source. Indeed, the synthesis and cleavage of a coenzyme 
into two nucleotide components inspired Kornberg’s new venture into the 
biosynthesis of DNA and RNA by following the involved, radioactively 
labeled phosphate or carbon.57

In 1953, Kornberg was rewarded for his successful elucidation of a se-
quence of reactions involving coenzymes, inorganic pyrophosphate, and 
nucleotides with the chairmanship of the Microbiology Department at 
the Washington University Medical School. His former teachers Carl and 
Gerty Cori were members of its Biochemistry Department. Along with 
the Coris, scientists like Joseph Erlanger and Herbert Gasser were in the 
medical school, making Washington University arguably one of the top 
medical schools in basic biomedical science in the 1950s. However, not 
knowing much about microbiology, Kornberg arranged to visit California 
to take C. B. van Niel’s course in general microbiology at Stanford’s Hop-
kins Marine Station. More importantly, Kornberg’s exposure to microbi-
ology provided him with another useful experimental organism, the bac-
terium Escherichia coli; its rapid reproduction cycle could provide an 
ample supply of research materials for biochemical investigations of nu-
cleic acid synthesis. Although Kornberg had been working with molecular 
extracts such as coenzymes, orotic acid, and ATP from yeast or the liver, 
he could only elucidate how nucleotides were synthesized and activated 
in cells. In teaching microbiology courses at Washington University, he 
came to know that some bacteria enzymes could degrade DNA; this deg-
radation process then provided him with an ample supply of nucleotides. 
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Moreover, by tagging a nucleotide with radioactive isotopes (phosphorus 
or carbon isotopes), Kornberg could follow how nucleotides were incor-
porated into an RNA or DNA chain.

At Washington University during the 1950s, Kornberg began to ex-
pand his work on intermediary metabolism involving the synthesis of nu-
cleic acids. Drawing analogies from the work of Carl and Gerty Cori on 
the synthesis of carbohydrate chains by the enzyme glycogen phosphory-
lase, Kornberg searched for enzymes responsible for the synthesis of nu-
cleic acids. His colleague Morris Friedkin, who had earlier isolated an en-
zyme that makes thymidine (a component of DNA), guided Kornberg’s 
attempt to use radioactive- labeled thymidine to elucidate the biosynthesis 
of DNA. With Lehman, who joined Kornberg’s lab as a postdoctoral fel-
low in 1955, Kornberg began to adopt a crude cell extract as a source of 
nucleotides. Since Lehman had previously worked with DNA extracted 
from the burst of E. coli bacterial cells infected by T2 bacteriophage (bac-
terial virus), they could isolate ample nucleotides and use them for their 
work on DNA synthesis. They subsequently purified the enzyme DNA 
polymerase that helped assemble nucleotides into a DNA chain; this was 
the work that won Kornberg a Nobel Prize in 1959.58

As Kornberg and Lehman’s work evolved into the biosynthesis of nu-
cleic acids, another Kornberg postdoctoral fellow, Berg, embarked in 1954 
on new research into the synthesis of amino acid chains that comprise 
proteins. Kornberg initially encouraged Berg to work on the formation 
of acetyl coenzyme A (CoA) as a way to follow an enzymatic reaction 
that catalyzes an exchange reaction of phosphate between pyrophosphate 
and ATP, which provides energy in the fatty acid system. Studying acetic 
acid activation by CoA, Berg unexpectedly discovered another intrigu-
ing metabolic pathway that activated the amino acid methionine. Since 
the activation of acetic acid was thought to be a key to the understanding 
of the formation of fatty acid chains, Berg reasoned analogically that the 
enzymatic reaction of CoA could shed light on the intermediary metabo-
lism of amino acids. With the graduate student E. James Ofengand, Berg 
soon found that the activated amino acid was transferred to a small RNA 
molecule (also called soluble RNA), and that this acted as an acceptor for 
the synthesis of amino acid chains into proteins.59

This line of work led Berg to protein synthesis research, exploring how 
DNA is transcribed into RNA and how the latter is subsequently trans-
lated into protein. In the 1950s, some prominent biochemists, such as Paul 
Zamecnik and Mahlon Hoagland at Harvard Medical School, had eluci-



38 chapter one

dated the biochemical pathway of the incorporation of amino acids into 
proteins through soluble RNA.60 Berg, adopting his enzyme purification 
technique, continued to isolate several enzymes that activated different 
amino acids. Through his biochemical work on amino acid synthesis, his 
research developed further into problems of protein synthesis. By the late 
1950s, Berg became well aware of the implications of his amino- acid syn-
thesis system for the illumination of protein synthesis. After Berg moved 
to Stanford, his group developed two experimental systems for exploring 
protein synthesis involving transcription and translation. One of his grad-
uate students, Michael Chamberlain, developed an in vitro transcription 
system, through which he synthesized RNA from DNA by purifying RNA 
polymerase, demonstrating that RNA played the “messenger” role that 
transferred biological information from DNA.61 In addition to Chamber-
lain’s transcription system, Berg’s other graduate student, William Wood, 
showed how small RNAs (which later turned out to be transfer RNA) 
functioned as precursors for the incorporation of amino acids into a pro-
tein.62 Through his biochemical analysis, Berg critically contributed to one 
of the central questions of molecular biology, namely, the biological ex-
pression of the genetic materials through the flow of genetic information 
from DNA to RNA to protein.

Though Kornberg and Berg’s interest in nucleic acids developed from 
their early interest in bioenergetics and intermediary metabolism, some 
other members of the Biochemistry Department at Washington Univer-
sity approached nucleic acids from a perspective based on genetics and 
immunology. Melvin Cohn, who was initially interested in immunology, 
was recruited to the university’s Microbiology Department in 1953. Dur-
ing six years of postdoctoral work with Jacques Monod at the Pasteur 
Institute from 1947, Cohn had been working on enzymatic adaptation, a 
theory that hypothesized that microbes could be chemically “trained” in 
response to different growth environments. For example, they investigated 
how E. coli could adapt to grow on different sugar sources like lactose, 
which required cells to synthesize certain enzymes like β-galactosidase 
(lactose- digesting enzyme). They suspected that microbes could produce 
β-galactosidase by using its chemical substances present in the growth me-
dium, lactose. Cohn’s expertise in immunological methodology, especially 
the characterization of antigen- antibody interactions, enabled him to de-
termine the specific activity of β-galactosidase. Through his collaboration 
with Monod and David Hogness, a new postdoctoral fellow from Caltech, 
Cohn unexpectedly found out that the production of β-galactosidase re-
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sulted from its de novo synthesis, suggesting that the synthesis of the en-
zyme was controlled genetically as opposed to chemically. This was a 
major reversal of Monod’s enzyme adaptation theory, and this finding 
helped to reframe the Pasteur Institute group’s research on induced en-
zyme synthesis in terms of genetic control and regulation.63

After his appointment as an assistant professor at Kornberg’s Micro-
biology Department in 1954, Cohn also educated traditional enzymolo-
gists, such as Kornberg and Berg, about Monod and François Jacob’s new 
exciting work on gene expression and regulation. Cohn also helped bring 
two faculty members, Hogness and A. Dale Kaiser, with whom Cohn had 
become acquainted at the Pasteur Institute. Hogness was appointed as an 
assistant professor in 1956 after his postdoctoral work with Monod, Jacob, 
and Cohn. Hogness’s genetics background, especially his studies of mu-
tation and recombination in E. coli, helped him to map out how the syn-
thesis of the β-galactosidase in the bacterium was genetically regulated.64 
More importantly, Kornberg’s discovery of DNA polymerase provided 
another exciting opportunity for Hogness to examine the DNA’s bio-
logical activity. Hogness subsequently worked with the newly appointed 
Kaiser, a phage geneticist with a PhD from Caltech, who had also done 
his postdoctoral work at the Pasteur Institute before he joined Kornberg’s 
Microbiology Department in 1956. The motivation of the collaboration 
between Hogness and Kaiser was to devise a biological system that could 
introduce Kornberg’s polymerase- synthesized DNA into E. coli cells in 
order to examine its biological activity. With Kornberg’s intense interest, 
they were able to invent an experimental system that could introduce 
DNA from bacteriophage λ (λdg) into an E. coli strain named K- 12.65 This 
so- called Kaiser- Hogness DNA transformation system demonstrated that 
Kornberg’s DNA polymerase indeed helped synthesize biologically active 
DNA. More importantly, by enabling scientists to introduce DNA into 
E. coli, the DNA transformation system provided a useful tool for further 
biochemical analysis of the gene. For example, Kaiser was able to make 
the first physical maps of genes of the phage DNA by tinkering with the 
DNA transformation system (see figure 1.7).66

Kornberg recruited Robert Baldwin at the University of Wiscon-
sin, Madison, who had earned his PhD in physical chemistry from Ox-
ford University, for the Stanford Biochemistry Department. As the only 
physical chemist in the new biochemistry department, Baldwin had exper-
tise in several methods for sorting out different proteins and other bio-
logical macromolecules; these involved measuring different  sedimentation 
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 behaviors in the velocity ultracentrifuge.67 When he came to Stanford, he 
started to work on DNA with Kaiser and helped others who were inter-
ested in nucleic acids to investigate their physical characteristics.68 Bald-
win helped other Stanford biochemists to characterize many DNA and 
RNA molecules used in their experimentation.

By the time the Stanford biochemists set up their new laboratories at 
the medical school in 1959, their common research interests had thus al-
ready gravitated toward DNA, its enzymatic synthesis, and its role in pro-
tein synthesis and gene regulation. To summarize, Kornberg and Lehm-
an’s research evolved into the replication of DNA, while Baldwin’s work 
on the physical chemistry of the enzymatic synthesis of DNA strength-

figure 1.7. A DNA transformation system. A. Dale Kaiser and David S. Hogness demon-
strated that one could introduce DNA into the bacterial host when the bacterial host was 
infected by a helper virus. By adding DNA segments to helper virus– infected bacterial cells, 
they invented a bacterial transformation system that could examine the biological activity of 
DNA molecules. Image from A. Dale Kaiser, “Description of Work Leading up to Recombi-
nant DNA,” unpublished manuscript, August 1980. Reprinted by permission from A. Dale 
Kaiser.
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ened these colleagues’ work on DNA and RNA polymerases. Starting as 
Kornberg’s postdoctoral fellow before being hired as a faculty member 
at Washington University, Berg shifted his research away from enzymol-
ogy and toward the central issues of protein synthesis, exploring the ge-
netic control and regulation in bacteria. Hogness and Kaiser’s work on 
the structure and function of bacteriophage DNA, and Cohn’s work on 
antibody synthesis, also complemented their colleagues’ research as Cohn 
employed immunological methods in order to address the secondary ge-
netic control of protein synthesis. Cohn’s, Hogness’s, and Kaiser’s post-
doctoral work at the Pasteur Institute, as well as Monod’s and Jacob’s 
frequent interactions with Kornberg’s research group, brought a new per-
spective, which began to weld the connection between biochemistry and 
genetics during the 1950s and early 1960s, contributing to the develop-
ment of molecular genetics.

Moral and Political Economies of Stanford Biochemists

As the mechanical model of the DNA double helix gained its chemical 
and biological relevance due to the biochemical synthesis and replica-
tion of DNA in the late 1950s, Stanford biochemists’ research interest in 
DNA presented broader implications for understanding gene expression 
and regulation.69 More importantly, the biochemists shared a repertoire 
of enzymatic and genetic- analysis techniques that enabled them to deci-
pher the biochemical pathways of nucleic acids, especially their roles in 
the production of proteins; gene expression and regulation— how nucleic 
acids embody genetic information and how they express and regulate 
their genetic information inside the cell— emerged as research subjects 
of intense scientific interest among both biochemists and molecular biol-
ogists. Their related projects on the enzymatic synthesis of nucleic acids, 
the activation of amino acids into proteins, and the introduction of nucleic 
acids into bacteria to analyze their biological activities, all provided some 
of the best approaches to understanding the biochemical mechanisms of 
gene expression and regulation. The Stanford biochemists even organized 
a monthly meeting, the so- called DNA club at Kornberg’s house during 
this time. In this meeting they discussed their research progress and ex-
changed information and techniques regarding DNA research.

Stanford biochemists’ intellectual and material focus on DNA led to 
the evolution of a communal form of laboratory life, with its particular as-
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sumptions about the moral and political economy of science embedded 
within their own community.70 First, Stanford biochemists developed their 
own moral economy of science, a set of shared beliefs about the proper 
ways of organizing laboratory life at their department, with particular re-
gard to the production, exchange, and ownership of knowledge and re-
search materials. They, for example, shared most of the department’s labo-
ratory space and facilities without exclusively assigning them to individual 
faculty members and students. Incoming graduate students and postdoc-
toral fellows were randomly assigned to a particular laboratory space and 
were strongly encouraged to share laboratory space with members from 
other research groups. The result was that each laboratory had associa-
tions with students and fellows from three or four different groups. The 
shared space arrangement in turn fostered scientific interactions among 
different research groups, helping them “extend their experience, knowl-
edge, and skills to related problems.”71 The scientists shared not only 
laboratory space and major facilities, such as tissue culture rooms and 
temperature- controlled laboratories, but also equipment like ultracentri-
fuges and electron microscopes. Those who worked with the genetic regu-
lation of bacteria in Kaiser’s group, for example, could obtain enzymes 
critical to manipulate and investigate DNA’s biological activities from the 
laboratories of Kornberg and Lehman, as well as access their enzymatic 
techniques and expertise through collegial exchanges. This sharing sys-
tem also allowed them to achieve economies of scale: the Stanford bio-
chemists found that sharing research instruments, reagents like enzymes, 
and laboratory space proved to be cost effective because of their common 
interest in and technical expertise in studying DNA.

At another level, Stanford biochemists’ moral economy of science, 
which emerged initially from and practiced through their sharing customs 
and rules, postulated key communal obligations and reciprocity supported 
by the wider consensus of the community. Stanford biochemists’ sharing 
system was meant to facilitate open scientific exchange by encouraging 
scientists to disclose their novel findings, as well as to gain access to im-
portant information, materials, and tools. To be a member of this produc-
tive community and to sustain this creative community, one was obliged 
to reciprocate by disclosing information and granting access to materials. 
Consequently, their moral economy of science regarded secrecy and un-
fettered competition among its community members as immoral. Their 
collegial customs of reciprocity and disclosure thus helped regulate com-
petitive feelings and encourage open exchange of ideas in a situation when 
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they worked on an overlapping research project or collaboration. Indeed, 
the sharing system was informed and dictated by the communal consen-
sus about how to maintain the productivity and flexibility of their labo-
ratory life. Stanford biochemists insisted that the free exchange of ideas 
and materials would provide a key cultural and social milieu that would 
subsequently lead to creative and productive experimental arrangements.

More importantly, Stanford biochemists’ sharing practices meant that 
ideas, tools, and materials were owned in a semicommunal way. They 
shared their research materials by providing every scientist at the depart-
ment a common key to its stock rooms. As Berg recollected, he “had com-
plete access to [others’ refrigerators].”72 In a situation where ideas and 
materials were communally shared and owned, it was crucial for indi-
vidual scientists to assemble them in a creative way to get scientific recog-
nition for performing original experimental work. Scientific credit would 
be assigned to those who made an experiment work, rather than to those 
who vaguely conceived it or provided key materials or tools for the exper-
iment. One the one hand, the experimental imperative generated by the 
semicommunal ownership of ideas and materials obliged scientists to dis-
close information and to share materials reciprocally for their own advan-
tage. On the other hand, this particular assumption about scientific credit 
implied in the semicommunal mode of knowledge production could be 
“a restraint for someone who is expansive and has lots of ideas,” since it 
would be difficult to get credit for merely suggesting ideas.73 Their colle-
gial customs of sharing and disclosure, with its particular rule of assigning 
scientific credit, was embedded in the communal mode of scientific ex-
change and knowledge production.

Stanford biochemists’ moral economy of science was further buttressed 
by a financial arrangement that pooled all research monies among fac-
ulty members. This practice transferred with Kornberg from the Microbi-
ology Department at Washington University. When Kornberg assembled 
his Microbiology Department at Washington University, he had recruited 
those who shared his interests in the biochemical synthesis of DNA and 
its biological activity. As a senior scientist with enviable resources, Korn-
berg had earlier shared his grant funds with new faculty members he had 
brought to St. Louis. Because of this common research interest, Kornberg 
was able to not only use his grant funds to support his postdoctoral fel-
lows or new faculty members but also share his research materials and 
instruments. As new faculty members developed their own research pro-
grams, they also received grants, and they collectively decided to share 
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their funds and other resources as an act of reciprocity. As Kornberg rec-
ollects, “we shared our limited funds, initially supplied as grants to me and 
then to the others as their research programs matured; all decisions for 
significant expenditures and space allocations were made communally.”74

In addition, Kornberg used communal resources to entice a new fac-
ulty member or to support a more unusual research project that had not 
attracted funding. In 1956, he explained this latter practice to Kaiser, a 
new faculty member: “As I mentioned in an earlier letter, we pool most of 
our resources, which provides additional flexibility. I thought you would 
need more for supplies and equipment than you originally figured. If you 
should need and find a research assistant, then there will be funds for it.”75 
This pooling practice enabled a new faculty member to “take as many stu-
dents and postdocs and reagents as anybody else, even though their funds 
were grossly inadequate for that.” More importantly, for a new faculty 
member, this pooling practice called for reciprocity by creating “a legacy 
of that kind of indebtedness and ultimately responsibility and sharing.”76

This sharing practice was continued at Stanford. Kornberg, who al-
ready had abundant research funds from the NIH, actively introduced 
a system of sharing for the benefit of junior faculty members. When he 
moved to Stanford in 1959, for example, Kornberg brought in $139,000 for 
research grants and an additional $60,000 for equipment from the NIH, 
as well as $85,000 from the National Science Foundation.77 Other faculty 
members, whose funds were rather small compared with that of Korn-
berg’s, obliged to this sharing system. Stanford biochemists maintained 
a departmental bookkeeping system for their research grants, recording 
only income from each faculty member (e.g., figure 1.8). Since they re-
corded only total expenditures, each faculty member’s individual expen-
diture was difficult to ascertain.78 As a result, in Kornberg’s recollection, 
they had to “periodically . . . declare a moratorium on buying equipment 
and expensive reagents and to appeal for initiatives in finding additional 
grant support. Without strict accounting, it was natural for a faculty mem-
ber to believe that he was not overspending. Nevertheless, we resisted the 
temptation to adopt the conventional ‘every tub on its own bottom’ prac-
tice.”79 Sustaining their communal mode of operation required dedication 
and reciprocity of its members.

Stanford biochemists’ sharing customs and their rules of distribut-
ing scientific recognition and communal resources, as well as the obliga-
tions of reciprocity in community life, constituted their particular moral 
economy of science. At another level, these practices were predicated on 



figure 1.8. Stanford Biochemistry Department budget table (1969). Though members of the 
Biochemistry Department made each other’s income known, they did not count each mem-
ber’s expenses. Rather they pooled research grants, recording only the total expenditure for 
the department as a whole. This financial pooling practice continued in the early 1980s. Image 
from Faculty Minutes, Paul Berg Papers, Stanford University Archives, SC 358, box 17, folder: 
Faculty Meeting, 1969– 70. Reproduced with permission, Department of Special Collections, 
Stanford University Libraries, Stanford University.
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their view of the political economy of twentieth- century biomedical re-
search. Kornberg understood that the existence and expansion of bio-
medical research was increasingly supported by the political willingness 
to invest the public’s money through government grants. This particular 
post– World War II configuration of the political and the economical in 
biomedical research laid the foundation for the goal orientation of the 
grant system initiated and enormously expanded by the federal govern-
ment. However, Kornberg thought that the rise of political anticipation 
for medical improvements, which provided ample economic resources 
to biomedical researchers, could ultimately undermine scientific crea-
tivity and intellectual autonomy. As Kornberg later stated, this political 
economy of biomedical research was fundamentally at odds with the 
nature of scientific research:

With regard to the support of science, the major flaw is the demand that the sci-

entist justify a project on the basis of its goals . . . This philosophy is misguided 

in a fundamental way . . . No matter how counter- intuitive it may seem— to the 

scientist as well as to the layman— the most sure and cost- effective route to dis-

covery is through the creative activity of the scientist or inventor rather than the 

pursuit of a defined goal. The award of a research grant is fundamentally flawed 

when it requires that the applicant chart a path to discoveries that will have 

practical consequences or, at least, will reorient the direction of a  discipline.80

One key rationale behind the decision to pool research grants among 
members of the department stemmed from Kornberg’s recognition of the 
need for a long- term approach in basic science that could be undermined 
by shifting demands from the public and the government. By pooling re-
search monies, Stanford biochemists envisioned a research community 
that would not be severely restricted by short- term financial and political 
conditions, a small political economic sphere of science where only crea-
tive ideas and productive experimentation would matter.81 The decision 
to share research grants among Stanford biochemists reflected more 
widespread concerns about the rise of government- funded “directed” re-
search after World War II. Kornberg often worried that the increase of 
goal- oriented governmental support for science would hamper scientists’ 
ability to be creative and flexibly control the direction of their research. 
When he left the NIH, Kornberg was distressed with the agency’s disease- 
oriented research initiatives and its construction of the clinical center in 
the early 1950s; he perceived the center as an encroaching clinical and 
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practical orientation of NIH’s research programs. One fellow biochemist 
at Harvard, Edwin Cohn, shared Kornberg’s critical attitude, claiming that 
scientists “cannot be directed.”82

This cautious attitude toward federal support in the scientific enter-
prise was particularly prevalent at Stanford University. Its conservative 
policies toward governmental intervention in the academy, as historian 
Rebecca Lowen argues, played a crucial role in promoting Stanford’s 
interaction with private industry.83 Thus, in the ideological geography of 
Stanford, Silicon Valley was initially conceived as a means to maintain ac-
ademic independence by balancing public and private influences on the 
university. Established in an age of the ascendancy of the federal research 
economy, Stanford biochemists chose an alternative means to maintain 
their intellectual autonomy. As Kornberg emphasized, a grant- pooling 
practice provided a means to achieve intellectual autonomy from exter-
nal intervention in the laboratory life, offering a solid foundation for crea-
tive and productive science.

Sustaining an autonomous and communal group, however, involved a 
different kind of exclusion. The sharing of grants and instruments made 
it difficult to accept affiliated faculty members or scientists with somewhat 
different research interests. For example, Joshua Lederberg in the Genet-
ics Department initially wanted a joint appointment in the Biochemistry 
Department, but his classical genetics research did not fit well with the 
Stanford biochemists’ evolving direction into molecular genetics. More-
over, not all members of the Biochemistry Department abided by their 
communal customs, which often demanded shared research interests. 
After Cohn moved to Stanford, his work shifted toward his main interest 
in immunology, especially to the problem of antibody synthesis. He felt 
that his research interests did not fit well with those of the biochemistry 
department so he eventually left for a position at the Salk Institute after 
he helped organize it. In addition, because of the communal operation of 
the department, it was difficult to expand one’s own experimental work. 
Lubert Stryer, who was hired in 1963 after Cohn left, also faced prob-
lems with the Stanford biochemists’ sharing practices, especially regard-
ing lab space. As his research group expanded, he demanded exclusive 
lab space. Since the department did not have any room to accommodate 
his demand, other members of the department suggested that he should 
not apply for additional grants and place restrictions on the size of his re-
search group. Stryer felt that this communal practice unnecessarily lim-
ited the growth of his research group, and he left for Yale.84
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Nonetheless, in retrospect, Kornberg pointed out that the commu-
nal practice of Stanford’s DNA department produced a “priceless divi-
dend.”85 Stanford biochemists’ moral and political economy of science 
cultivated lively scientific exchange and productive collaboration. Dur-
ing the first five years after the Biochemistry Department was estab-
lished in 1959, Stanford biochemists continued to collaborate with one 
another on a set of DNA research projects, approaching the work with 
broader perspectives from enzymology, genetics, and physical chemistry. 
Kornberg, Lehman, and Baldwin succeeded in the discovery and charac-
terization of an enzyme that catalyzes the replication of DNA. Hogness 
and Kaiser developed a DNA transformation system that enabled scien-
tists to introduce viral DNA into bacterial cells and thus examine its bio-
logical activities. Berg’s research also involved fundamental discoveries 
relating to the genetic code and the mechanism of protein synthesis in  
bacteria.

Divergence in the 1960s

From the late 1960s, the common research interests of this small commu-
nity of bacterial researchers at Stanford began to diverge into rather dis-
parate directions, ranging from Kornberg’s persistent focus on DNA enzy-
mology to Berg’s new venture into the genetic expression and regulation 
of eukaryotic organisms. This shift in intellectual and material condition 
provided a challenging environment for the maintenance of the moral 
economy of science at Stanford, which was in part dependent on their 
common interest on DNA. Some junior faculty members began to shift 
their research interests into the biology of higher organisms, taking a sab-
batical leave in order to prepare for this ambitious new direction. When 
Berg planned in 1967 to embark on research into the genetic regulation 
of eukaryotic organisms, he learned about tumor virology in Renato Dul-
becco’s lab at the Salk Institute as a way to investigate mammalian cell 
regulation. At the same time, Hogness phased out his bacteriophage work, 
reducing the size of his group to almost zero. During his sabbatical leave, 
he traveled to Europe and Australia in order to find the right organism 
that would allow him to examine the biology of development in higher 
organisms. Kaiser also developed his interest in developmental biology in 
the 1960s, investigating how genes are involved with the development of 
multicellular organisms.
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The shifts in research direction among some junior faculty members 
at the department reflected a larger trend in molecular biology toward 
both higher organisms and developmental biology during the late 1960s 
(see chapters 2– 4).86 At the same time, Kornberg’s influence over the Bio-
chemistry Department, which had originated in his DNA research group 
at Washington University, was waning. For example, Stanford administra-
tors were trying to lure Berg away from the Biochemistry Department 
to become the new head of the Biological Sciences Department on the 
main campus; they hoped to reinvigorate that department by introduc-
ing molecular and cellular approaches in its rather traditional biological 
research.87 Berg indicated that he wanted to concentrate on his new cell 
biology project and suggested that he might be interested in organizing a 
new cell biology department. Though Stanford’s plan did not work in the 
end, Kornberg had to recognize Berg’s new research on mammalian cells, 
and he handed the chairmanship of the Biochemistry Department over to 
Berg. Though he remained supportive, Kornberg skeptically called Berg a 
“Pied Piper” who might ruin the successful department, as well as Berg’s 
own promising scientific career, by employing complex and uncharacter-
ized experimental organisms.88 However, other departmental members 
like Hogness also embarked on new research in Drosophila developmen-
tal biology while eschewing his previous research on the genetic regula-
tion of E. coli beginning in the late 1960s.

As Stanford biochemists’ research diverged and the Biochemistry De-
partment expanded, their moral economy of science was challenged, lead-
ing to negotiations regarding the proper way of organizing a productive 
laboratory life. For one thing, they collectively monitored the population 
of each research group as a way to prevent any from growing too large; 
this way, they could preserve their common resource pools (see, e.g., fig-
ure 1.9). In the late 1960s, amidst the expansion and diversification of 
their research, Stanford biochemists began to discuss whether their lab-
oratory practices, which they had cultivated for the productivity of their 
experimental investigations, would still be beneficial in the new research 
environment. In 1969, Hogness raised concerns about their random lab-
oratory space arrangements and sharing of instruments, especially after 
Stryer left over an issue regarding space allocation. Hogness cautiously 
observed that, “while some mixing of members from different groups 
does occur, the general result [by the late 1960s] is segregation accord-
ing to group.”89 He pointed out that the continuing introduction of new 
research materials (e.g., Drosophila, mammalian cell cultures, chicken 
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 oviducts, and nematodes) would exert “additional pressure for segrega-
tion according to group.”90 He wondered “whether it might not be more 
useful and efficient in some manner to recognize this condition.”91 Hog-
ness questioned whether the space- sharing practice might no longer be 
beneficial to their research because of their diverging interests and chang-
ing research materials. He further suggested that a “mild form of decen-
tralization” that would allow individual faculty to organize its own experi-
mental space and materials “would be useful.”92

Stanford biochemists pragmatically modified their sharing prac-
tices, recognizing the diversification of research interests, laboratory in-
struments, and material demands of each research group. In their 1970 
renovation plan, they accommodated each faculty member’s need for 
exclusive laboratory and equipment space. However, they also tried to 
continue some of their communal practices, which they regarded as essen-

figure 1.9. Laboratory population. In 1969 Stanford biochemists discussed as a group vari-
ous aspects of their laboratory life. As the Stanford Biochemistry Department expanded in 
size, a need emerged to give each faculty member some flexibility in managing their research 
space, instead of relying on collective decision making. Image from Faculty Minutes, 1969, 
David Hogness, Agenda and Notes about Department: Space, Arthur Kornberg Papers, Stan-
ford University Archives, SC 359, box 11. Reproduced with permission, Department of Spe-
cial Collections, Stanford University Libraries, Stanford University.
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tial for the productivity of their research. For example, they maintained 
some common stock rooms and laboratories and continued to share vari-
ous research reagents to foster scientific interaction. Despite some dis-
parity among faculty members in their grant sizes, they also continued 
pooling grant monies in order to preserve their research flexibility and 
autonomy. Stanford biochemists’ moral economy of science, with its par-
ticular social practices of sharing and reciprocal obligations in scientific 
exchange, continued to provide communal ways of organizing the produc-
tive laboratory life for Stanford biochemists.

Conclusion

This chapter has examined how, when Stanford University tried to in-
stitute biomedical research at its medical school, a group of biochem-
ists came together and developed a particular community of experimen-
tal research in the late 1950s. Rather than saddling themselves with the 
traditional division between the biological and clinical sciences, Stan-
ford administrators tried to integrate the research and clinical endeavor 
by building a biomedical school. In their attempt to establish the Bio-
chemistry and Genetics Departments, Stanford administrators and sci-
entists took advantage of the postwar expansion of the federal research 
economy, which in turn was buttressed by the post– World War II public 
and political support for biomedical research. More importantly, Stan-
ford’s relocation of its medical school and its articulation of this new 
vision of biomedicine reflected the postwar emergence of biomedical re-
search and its institutional consequences. Arthur Kornberg and his col-
leagues thoroughly embraced Stanford’s vision of the new medical school 
and the central role of biomedical research in the progress of medicine.

At the local level, Stanford biochemists developed a communal form 
of laboratory life by instituting a set of communal practices that would 
maximize the productivity and flexibility of their research. Developed 
from their common research interests in DNA, Stanford biochemists’ 
sharing practices illuminated their particular moral economy of science, 
consisting of shared beliefs about proper ways of organizing their labo-
ratory life, about social norms and obligations in scientific exchange and 
knowledge production, and about customs and rules in the distribution 
of resources and scientific credit in the community life. Their sharing cus-
toms provided a productive material and political platform for experi-
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mentation by giving access to information and materials and by grant-
ing intellectual autonomy; their moral economy of science also created a 
dedicated social and moral context for scientific exchange and knowledge 
production, obliging them to disclose and share their research results and 
materials. Their intellectual cohesion and the practice of sharing instru-
ments and research materials (e.g., DNA and enzymes) enabled them 
to approach DNA’s hereditary properties from a more interdisciplinary 
perspective— biochemical, genetic, and immunological. These emerging 
patterns of sharing and collaboration in the Biochemistry Department, 
along with scientists’ wariness of goal- directed federal funding, fostered 
grant pooling among faculty members as a means to sustain their research 
autonomy during the enormous expansion of federal support for biomed-
ical research. The ethical obligations of reciprocity in community life in 
turn continued to sustain their moral economy of science as their intel-
lectual and material condition for laboratory life began to be shifted in 
the mid- 1960s.

As we will see in subsequent chapters, Stanford biochemists’ culture 
of vibrant exchange and sharing of ideas and research materials proved 
to be crucial for their subsequent ventures in the molecular biology of 
higher organisms in the 1970s, providing a solid platform for productive 
experimental hybridizations as they began to diversity their field of re-
search. Their experimental culture of sharing underlay creative hybridiza-
tions of their experimental systems, helping the scientists to maintain the 
flexibility of their research when patrons of biomedical research began 
to call for relevance in research in the 1960s. For example, when Berg 
tried to develop his experimental system for the exploration of the ge-
netic regulation of eukaryotic organisms, he drew from the particular ex-
pertise of Kaiser (on lysogeny), Kornberg (on DNA polymerase), and 
Lehman (on DNA ligase).93 More importantly, Stanford biochemists’ 
moral economy of science, particularly their customs of sharing and un-
stated views about scientific exchange and knowledge production, pro-
vides an important backdrop against which we can examine the dynam-
ics between experimental developments and the research environment 
as they shifted during the 1970s, especially with the advent and commer-
cialization of recombinant DNA technology. Stanford biochemists’ com-
munal way of conducting research helps to explain how they later under-
stood and responded to the commercialization of biomedical research 
when biotechnology emerged from experimental and institutional rear-
rangements at Stanford in the 1970s.94



Stanford biochemists’ research in the 1950s and 1960s addressed key 
questions in molecular biology centered on DNA. Molecular biolo-

gists were realizing that DNA was the most important component of the 
cell, its “master plan” directing the production of a wide variety of in-
cluded molecular structures. Consequently, Arthur Kornberg and I. Rob-
ert Lehman investigated the biochemical synthesis and replication of 
DNA employing the enzyme polymerase. Molecular biology– oriented 
junior faculty members, such as Paul Berg, David Hogness, and A. Dale 
Kaiser, explored the biological activities of DNA as an embodiment of 
genetic information; they investigated the genetic regulation of bacte-
rial cells and viruses (relatively simple systems) to probe the biochemi-
cal and genetic role of DNA. These scientists participated in what Gunter 
Stent characterized as the golden era of molecular biology when some 
key questions about the gene were solved. Moreover, Stanford biochem-
ists’ focus on DNA as a key material for potential biomedical interven-
tion reflected the ascendency of a particular style of research that devel-
oped after World War II; this research developed in the context of cultural 
and political enthusiasm for a war against disease.1 The description of the 
DNA helical structure and its biochemical replication, the “cracking” of 
the genetic code as a form of linear sequences of DNA, and the elucida-
tion of the operon model of genetic regulation in Escherichia coli were all 
supposed to provide a solid foundation, if not an immediate medical out-
come, for a new kind of biomedical research that could intervene in the 
most fundamental unit of life, the gene.2

In the late 1960s, two key members of the Stanford Biochemistry 
Department, Berg and Hogness, began to seek a new research direc-

chapter two

“Mass Migration” and Technologies 
of Gene Manipulation
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tion into the molecular biology of higher organisms. At one level, they 
were ambitious enough to venture into the uncharted territory of eu-
karyotic biology. They understood that the core concepts in molecular 
biology, such as the genetic code and the operon model of gene regu-
lation, were developed employing microbes (bacteria and bacterial vi-
ruses) as model organisms, whose life processes could be applied to 
understanding other higher organisms.3 After making important break-
throughs in the genetic regulation on bacterial systems, many biochemists 
and molecular biologists recognized the need to broaden the investiga-
tive horizon of molecular biology. As they recognized, a new intellectual 
frontier lay in the biology of higher organisms; there they could examine 
whether fundamental biological principles discovered in microbes could 
be extended to more complex animals, probing whether “what is true for 
E. coli is true for the elephant.”4 Indeed, this period saw a “mass migra-
tion” of biomedical researchers from the study of prokaryotic organisms 
like bacteria to the cells of eukaryotic organisms, including mammals.5 
More importantly, the molecular biology of eukaryotes could directly ad-
dress urgent medical problems by addressing the underlying causes of  
disease.

At another level, two Stanford biochemists’ foray into eukaryotic 
biology resonated well with a rising call in the 1960s for medical rele-
vance in biomedical research. As lay activists and politicians thoroughly 
embraced the prospect of biomedical research actively conquering dis-
ease, academic researchers began to face political pressure to demon-
strate whether their work could meet the public’s fervent demands for 
medical miracles. In the mid- 1960s, when federal support for biomedical 
research for the first time reached one billion dollars, patrons and pol-
iticians increasingly called for more medically applicable investigations. 
The rising call for relevance coincided with the countercultural move-
ment of the late 1960s that demanded a shift toward more socially use-
ful research. In 1971, the Nixon administration implemented a large- scale 
national campaign for the “War on Cancer” in order to conquer the dis-
ease by 1976, the American Revolution Bicentennial. These cultural and 
political shifts presented a particularly challenging environment for mo-
lecular biologists and biochemists, whose research had focused primarily 
on the understanding of bacterial viruses and bacteria.6

Some molecular biologists like Francis Crick, who codiscovered the 
double- helical structure of DNA, hesitantly admitted in 1968 that “there 
has been nothing as spectacular or as useful as, say, penicillin,” despite the 
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last twenty years of the rapid developments in molecular biology.7 Those 
who were at an assemblage of academic disciplines, such as biochemistry, 
genetics, molecular biology, and virology, which was central to the molecu-
lar revolution in the life sciences, however, claimed that the application of 
concepts and tools of molecular biology to medical problems could radi-
cally change the nature of medicine. Crick, for example, suggested that the 
fundamental understanding of the gene could provide general etiological 
explanations for certain key diseases like cancer.8 One Stanford biochem-
ist, Paul Berg, indeed made a conscientious effort to situate his molecular 
biological work in relation to medicine, pointing out the shifting funding 
priority toward medically relevant research. In 1970, Berg was chair of 
the Biochemistry Department at Stanford Medical School. He wrote to 
his colleague, Arthur Kornberg, about the changing priorities for funding 
at the National Institutes of Health (NIH), the most beneficent patron of 
biomedical research:

The grant situation seems to be deteriorating rapidly. There are all kinds of 

rumors— many of which are hard to believe— but the gist of the story is that 

both the level of support and the type of work that will be supported by, for ex-

ample NIH, is undergoing serious review. One of the rumors is that NIH is tak-

ing a very hard look at the question of whether work on E. coli and its bacterial 

phages is within the mission of the NIH— unbelievable!9

This chapter examines Berg’s venture into the molecular biology of 
higher organisms and its conceptual, medical, and technological conse-
quences for the manipulation of the gene. In particular, I investigate how 
Berg adopted animal tumor virus experimental system for his explora-
tions into the genetic expression and regulation in mammalian cells, es-
pecially the genetic mechanisms of tumorigenesis, garnering enthusiastic 
support from various government and philanthropic funding agencies for 
supporting cancer research.10 He tried to creatively weld tangible connec-
tions between gene- regulation studies in prokaryotes, such as bacterial 
cells and their viruses (bacteriophages), and those in eukaryotes, such as 
mammalian cells and animal viruses; he did this by drawing conceptual 
and methodological analogies. As I demonstrate, in his attempt to find 
research technologies for the study of the molecular biology of cancer in 
eukaryotic organisms, Berg’s experimental system involving tumor cells 
and viruses went through several unanticipated shifts that resulted in the 
advent of recombinant DNA research and technology. Recognizing the 
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dynamics of biological experimentation that brought about recombinant 
DNA technology, this chapter traces the transformation of Berg’s animal 
virus experimental system from a pursuit of scientific research into a pio-
neering tool for genetic engineering.11 Crossing the boundary from pro-
karyote to eukaryote resulted in the first artificial synthesis of recombi-
nant DNA molecules, leading to the emergence of recombinant DNA 
technology and other significant new research techniques and agendas.12

The construction of artificial recombinant DNA molecules not only 
provided a technological foundation for gene manipulations but also 
epistemologically recast genes as a sequence that could be rewritten. 
By broadening an investigative focus on the development of the mate-
rial infrastructure and conceptual framework for genetic engineering at 
the laboratories of Stanford biochemists, this chapter provides an alter-
native to the canonized history of genetic engineering that tends to focus 
narrowly on Stanley Cohen and Herbert Boyer’s cloning of recombinant 
DNA molecules and the commercialization of the recombinant DNA– 
cloning procedures in the mid- 1970s.13 Historians and some scientists have 
nevertheless pointedly noted that experimental procedures for making 
recombinant DNA molecules were initially developed by Stanford bio-
chemists Berg and his colleagues, Lobban and Kaiser, in the late 1960s 
and early 1970s.14 Even more interestingly, Lobban has often been seen 
by fellow scientists as one of the scientists who first recognized the poten-
tial of recombinant DNA technology for genetic engineering in the late 
1960s, several years before Cohen and Boyer filed a patent application 
for recombinant DNA– cloning technology in 1974.15 Indeed, Stanford 
biochemists assembled experimental conditions for genetic engineering 
not only by constructing recombinant DNA but also by providing con-
ceptual resources for gene manipulations. These material and conceptual 
resources were in turn actively circulated in a research network formed 
around the Biochemistry Department, and they enhanced an experimen-
tal environment that enabled the development of genetic engineering 
through the cloning of recombinant DNA molecules.

Animal Viruses and the Molecular Approach to Cancer

Reflecting on the mobilization of scientists during World War II, postwar 
American political leaders and scientists contentiously debated how to 
best adapt the wartime scientific enterprise to peacetime conditions.16 In 
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this early postwar period, lay activists newly energized voluntary health 
organizations like the National Foundation for Infantile Paralysis (NFIP) 
and the American Cancer Society (ACS). The organizations therefore 
played a catalytic role in fostering a new style of biomedical research 
that mobilized both basic biological researchers and clinical medical re-
searchers for a “war against disease.”17 The subsequent growth of large- 
scale federal patronage of biomedicine supported a broad array of basic 
research in biochemistry, genetics, microbiology, and virology; the rele-
vance of this research to conquering dread diseases was in turn exploited 
by entrepreneurial biochemists and molecular biologists. In the postwar 
emergence of biomedicine, viruses in particular became one of the promi-
nent model organisms that enabled biomedical researchers to forge links 
between basic virus research and disease- oriented research, such as polio 
and cancer.18

In the 1950s and 1960s, as the historian Daniel Kevles shows, some bio-
medical researchers like Renato Dulbecco moved into animal virus re-
search. This influx of scientists like Dulbecco triggered a general shift of 
focus in animal virology from its clinical to its basic biomedical aspects, 
including tumorigenesis in mammalian cells.19 Dulbecco, a former phage 
geneticist who refashioned himself as an animal virologist with funding 
from the NFIP, invented a plaque assay for the equine encephalitis virus 
in 1952; the technical and conceptual implications of this means of deter-
mining the virus concentration in an infectious dose were critical for the 
subsequent development of molecular approaches in animal virology.20 
His plaque assay enabled scientists to isolate the progeny of a single virus 
particle grown on cloned and cultured mammalian cells, which helped 
animal virus studies adopt the quantitative style of phage genetics.21 
The 1962 Cold Spring Harbor Symposium on “Basic Mechanisms in the 
Biology of Animal Viruses” was organized by Dulbecco and signaled the 
growing interest in animal virology among molecular biologists and bio-
chemists. In a concluding remark at the symposium, Dulbecco asserted 
that “with the widespread use of techniques for cultivating animal cells in 
vitro . . . the full spectrum of the approaches and methodology of molecu-
lar biology could be applied to the study of animal viruses.”22

The illumination of genetic regulation in lysogenic bacteria in the 
1950s and early 1960s laid the groundwork for the use of animal viruses 
as model organisms in cancer research, especially in the viral genesis of 
cancer.23 Certain lysogenic (also called temperate) bacteriophages like λ 
phage did not burst the cells when they infected host bacteria, as a normal 
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viral infection would. Rather, they remained dormant in a special latent 
form called the prophage. Lysogeny, which involves a bacterium harboring 
a prophage as hereditary material, captivated molecular biologists at the 
Pasteur Institute in Paris and at Caltech in southern California, forming a 
close international network of lysogeny research. André Lwoff, director of 
the Pasteur Institute, was especially interested in lysogeny since explora-
tions into the conditions under which the prophage perpetuated itself and 
its DNA without expressing its lytic (pathological) power could provide 
useful insights into the mechanisms of viral tumorigenesis.24 In the early 
1950s, molecular biologists at Caltech, such as Max Delbrück and Jean 
Weigle, began to adopt Escherichia coli K12, one of the most useful bacte-
rial strains for genetic analysis, for their genetic study of prophage λ, mak-
ing λ an exemplary virus for the study of lysogeny.25 Kaiser, a student of 
Delbrück and Weigle, explored the genetic relation between the prophage 
λ and its host, and went to the Pasteur Institute as a postdoctoral fellow 
with François Jacob, who had just started the genetic analysis of lysogenic 
E. coli K12.26 Through their collaboration, they identified a set of genes 
that regulated the lysogenization of E. coli K12.27 More importantly, Kai-
ser’s experiment with Jacob also demonstrated that the immunity of lyso-
genic bacteria was under the genetic control of bacteriophage λ. Before 
their experiment, the mechanisms of immunity— how “the presence of 
the prophage confers upon the host bacterium a resistance to infection  
with the homologous phage and its mutants”— were quite obscure.28

Demonstration of the genetic control of lysogeny and viral immunity, 
as Nadine Peyrieras and Michel Morange show, was a major vindication of 
the Pasteurian approach for understanding cancer (see, e.g., figure 2.1)29 
Indeed, in his recommendation letter to Kornberg, Jacob underscored the 
medical implications of Kaiser’s λ research: “[Kaiser’s] work is of con-
siderable importance in the understanding of the mechanism which al-
lows integration of the viral genetic material and that of the host cell, a 
phenomenon to which all specialists refer now as a model for the pos-
sible action of viruses in cancer genesis.”30 Knowledge of the prophage’s 
genetic association with the host— how the prophage endows both im-
munity and the capacity to produce phage in bacteria, and under what 
conditions it expresses its viral characteristics— could provide a basis for 
developing immunological means of treating diseases caused by viruses.

The genetic regulation of prophage λ in the host cell became a focused 
research subject in the early 1960s, framing lysogenization and viral can-
cer genesis in terms of viral gene expression and repression. By drawing 
analogy from lysogeny in bacteria, many molecular biologists suspected 
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that tumorigenesis by animal viruses could be understood as a result of 
the expression of some key viral genes introduced into the host by lyso-
genic infection. Kaiser’s Caltech mentors in virology, Dulbecco and Mar-
guerite Vogt, were at the forefront of tumor virology research. They had 
embarked on researching viral tumor genesis in mammalian cells using 
animal DNA viruses like polyoma virus and simian virus 40 (SV40). In 
1960, Dulbecco and Vogt showed that the polyoma virus gave rise to two 
distinctive types of virus- cell interactions, whose “characteristics [were] 
reminiscent of temperate bacteriophage.”31 They observed that hamster 
and mouse cells were often transformed into tumor cells by polyoma in-
fection, without the cellular degeneration accompanied by most viral in-
fections. Soon they moved to the newly established Salk Institute in La 
Jolla, in southern California, where its founder Jonas Salk envisioned the 
conquest of cancer through virological means, just as he had developed 
polio vaccine. Dulbecco ambitiously charted his pioneering cancer re-
search of animal tumor viruses in his article in Science, suggesting that 
the structural similarity of animal tumor viruses, such as polyoma and 
SV40, to lysogenic bacteriophage λ provided a key to understanding the 
interaction between these viruses and the host cells— tumorigenesis.32 In 
his analogical reasoning, Dulbecco relied on Allan Campbell’s integra-
tion model λ’s genetic interaction with its host E. coli. Campbell suggested 

figure 2.1. Analogy between bacteriophage λ and tumor viruses. The analogy between the 
lysogenic behavior of bacteriophage λ (prophage) and the tumorigenesis of animal viruses 
(provirus). Images from Harold Varmus, “The Pastorian: A Legacy of Louis Pasteur,” in 
Gorge F. Woude and George Klein, eds., Advances in Cancer Research, vol. 69 (New York: Ac-
ademic Press, 1996), 12 and 14. Reprinted by permission from Harold Varmus.
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that λ’s circular DNA would be cut into linear DNA sequences inside the 
host cell, and then the linear DNA would be inserted into the host chro-
mosome, which led to lysogeny.33 Dulbecco called attention to the circu-
lar structure of both bacteriophage λ and tumor- producing animal DNA 
viruses, and further likened the cell transformation by polyoma to the 
lysogenization of E. coli by prophage infection, suggesting that a tumor 
virus would be integrated into the host chromosome in a form of a provi-
rus, leading to tumorigenesis. He hypothesized: “the absence or low level 
of virus production and the resistance to superinfection [in the cells trans-
formed virally] are similar to the properties of lysogenic bacterial cultures 
and suggest that the integrated virus exists as provirus,” a noninfectious 
intracellular form of a virus, like prophage.34

Animal viruses thus provided a promising entry point for molecular 
biologists into cancer research, which was in turn buttressed by political 
mobilization for medically relevant studies in the 1960s.35 Howard M. 
Temin, Dulbecco’s graduate student at Caltech in the late 1950s, was an-
other example of a molecular biologist working on cancer. He hypothe-
sized mechanisms of virus- mediated cancer genesis by making analogies 
between prophage and provirus in the transformed animal cells. Working 
on the cancer- causing Rous Sarcoma Virus (RSV), Temin boldly claimed 
that RSV synthesized a DNA provirus from its RNA, suggesting that 
the genetic information transferred from virus RNA to the host’s DNA 
would cause tumors. He hypothesized the existence of the enzyme reverse 
transcriptase that would make tumorigenesis possible through viral in-
fection.36 Both Temin and David Baltimore, a research associate in Dul-
becco’s laboratory in the mid- 1960s, identified reverse transcriptase in 
1970, proving Temin’s retrovirus hypothesis. Indeed, Dulbecco’s labora-
tory at the Salk Institute became a critical node in the emerging biomed-
ical complex of cancer virus research in the 1960s. Work at the labora-
tory reconceived cancer in terms of the interaction between cell and virus,  
whose genetic control was regulated by tumor- generating animal viruses.37

Molecular Biology on the Move: “Mass Migration” 
in Biomedicine

During the early postwar period, biochemists and molecular biologists 
capitalized on cultural and political enthusiasm for curing dread diseases 
by adopting virus model systems. Calls for relevance to medical research-
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ers did provoke some ambivalence among scientists who feared increas-
ing governmental involvement in their work. However, the large- scale in-
flux of federal support seemed to provide ample opportunities to flexibly 
appropriate the mission- oriented research mandate for the scientists’ own 
research interests, at least for a while. In a situation in which lay activ-
ists and medical philanthropists, government officials, and scientists thor-
oughly embraced the prospect of biomedicine generating medical “mir-
acles,” there was also potential for an intellectual and political backlash 
toward biomedical research.38

Around the mid- 1960s, a perception did indeed emerge among the sci-
entists that basic biomedical research, whose diverse range of research 
trajectories had consolidated into molecular biology in the late 1950s, was 
experiencing its own crisis even after its nascent institutional success, em-
blematized by the founding of the Laboratory of Molecular Biology at 
Cambridge, England, in 1957.39 The supposed crisis was two- fold: one was 
intellectual, and the other was institutional. As for the intellectual pre-
dicament, the molecular biologist Gunther Stent proclaimed in 1968 that 
molecular biology had entered its last phase, or its “academic period.” Re-
flecting on the achievements of molecular biology, such as the structural 
elucidation of DNA and the formulation of the operon model of gene 
regulation, he predicted that what remained was to “iron out the details” 
of the informational paradigm, through which his generation of molecu-
lar biologists had explained the key features of the life, such as heredity, 
in terms of the storage, reading, and transmission of biological informa-
tion stored in the linear sequences of DNA.40 He insisted that, by virtue 
of its very success, molecular biology would no longer present challenging 
and rewarding problems, and the end of its progress seemed imminent. 
Stent advised the next generation of researchers to explore uncharted 
territories in biology, like embryology, the immune response, the origin of 
life, and the higher nervous system. According to Stent, molecular biology, 
once an intellectual magnet for creative scientists, was about to decline.

Molecular biology was challenged at the institutional level by those 
who opposed its “imperialistic” disciplinary politics and its standing as a 
new postwar discipline.41 For example, James Watson, a newly appointed 
molecular biologist at Harvard, devised an expansive plan for the Biology 
Department that precipitated what the naturalist Edward O. Wilson called 
the “molecular war” with evolutionary biologists.42 Often, molecular biol-
ogists’ scientific and medical claims were bold enough to draw criticism 
from researchers in a number of other biological fields. One molecular 
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biologist succinctly commented on these criticisms during the controversy 
over the establishment of the European Molecular Biology Laboratory: 
“Typical criticisms raised by enemies of molecular biology . . . are that the 
[genetic] code being solved, the era of molecular biology is over and its 
proper place is already in the science museum . . . [and] that in spite of its 
brilliant discoveries, molecular biology has not helped to cure any disease 
or to improve crops, etc.”43 To some molecular biologists, it seemed that 
the future of their discipline increasingly depended on its ability to find 
available intellectual and institutional niches in order to become a con-
structive part of the expanding biomedical complex.

The publication of commemorative histories and textbooks by the 
founding generation of self- proclaimed molecular biologists in the mid- 
1960s reflected the uneasy disciplinary and institutional context of the 
field. Molecular biologists and biochemists made conscious efforts to ar-
ticulate their historical roles in order to reassert their intellectual and in-
stitutional place in their disciplines.44 The Molecular Biology of the Gene, 
widely cited as the first textbook of molecular biology, offered a synthesis 
of universal biological principles operating at the molecular level at the 
time of its publication in 1965.45 Its author, Watson, underscored the need 
for further research into the complexities of higher organisms by adopting 
the perspectives of molecular genetics and biochemistry.

Watson’s call for molecular research on the biology of higher organ-
isms resonated well with the increasing political pressure of the mid- 1960s 
on funding agencies and scientists to conduct research resulting in viable 
medical applications. Laboratory breakthroughs that dazzled molecu-
lar biologists seemed to fail to satisfy the fervent enthusiasm of lay ac-
tivists and patient groups hoping for substantive medical contributions. 
The prominent molecular biologist, Crick, optimistically insisted that “be-
cause of the very fundamental discoveries which are going to be made,” 
there would be a “change in the nature of medicine.”46 However, physi-
cians and medical patrons were growing impatient with basic biomedi-
cal research, whose experimental systems often had been based on rather 
simple organisms like bacteria and viruses rather than on human cells. For 
example, in his controversial 1968 book Cure for Cancer, the pharmacol-
ogist Solomon Garb at the University of Missouri Medical School criti-
cized the inability of the molecular approach in biomedicine to address 
the complexity of higher organisms. He claimed, “it hardly seems prudent 
to rely on the molecular- biology approach for practical help in solving 
the cancer problem during the next few generations.”47 Garb’s book in-
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fluenced powerful medical patrons and activists like Mary Lasker, who 
began to call for more goal- oriented and applicable biomedical research.48 
Indeed, the subsequent enactment of the National Cancer Act in 1971, 
which instituted goal- oriented contract research run by government sci-
entists and officials, inaugurated an even more challenging environment 
for biomedical researchers.49

Paul Berg’s Venture into Research on Eukaryotes

The heavy reliance of biochemists and molecular biologists on the 
rhetoric of biomedicine for political and financial patronage backfired 
in the late- 1960s, when attitudes toward science profoundly shifted with 
growing countercultural critiques of science and technology.50 This chang-
ing cultural context of biomedical research increasingly placed more em-
phasis on its medical applications rather than on advances in fundamen-
tal biological knowledge.51 Paul Berg, however, had come to recognize 
that the lack of experimental tools or appropriate organisms for exploring 
other issues of biology, such as the genetic regulation of higher organisms 
or their developmental processes, posed a formidable challenge for mo-
lecular biologists.

Intrigued by this intellectual challenge, Berg embarked in 1967 on a re-
search project involving the genetic regulation of eukaryotic organisms. 
In studying the biology of higher organisms, he capitalized on his exper-
tise with bacterial experimental systems, constructively framing the issues 
of human (cell) biology in terms of the emerging distinction between pro-
karyotes and eukaryotes. As Susan Spath points out, this distinction was 
articulated in the early- 1960s in order to broaden the relevance of bacte-
rial experimental systems; this was done by underlining the similarities 
and differences between prokaryotes, like bacteria, and higher organ-
isms.52 In the 1950s, bacteria gained much of their status as highly pro-
ductive research organisms for molecular biology and biochemistry. Dur-
ing this period, as Angela Creager has shown, the invention of bacterial 
sexuality for genetic analysis and the wide availability of bacterial mu-
tants for biochemical analysis, opened new opportunities for representing 
bacterial genes and their functions through mapping techniques; this had 
previously been an impossible task for haploid organisms like bacteria.53 
François Jacob, for example, established a genetic mapping system by fol-
lowing the transmission of hereditary factors through bacterial conjuga-
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tion (gene transfer by direct cell- to- cell contact) and transduction (virus- 
mediated gene transfer) in mutants of E. coli, providing crucial research 
technologies for elucidating the operon model of genetic regulation.54

By the mid- 1960s, Berg ventured into research on eukaryotic organ-
isms, recalling that, in “the bacterial field, particularly in the area of gene 
expression, the outlines were already becoming quite clear. The Jacob- 
Monod- Lwoff story [of the operon model of gene regulation] was already 
the dominant paradigm. And yet there was nothing known about gene 
expression in mammalian cells, in eukaryotes.”55 In his 1968 ACS grant 
application, Berg situated advances in bacterial experimental systems 
in relation to their usefulness to new research on higher organisms. He 
proposed their use as models for investigating the genetic regulation of 
higher organisms:

For the past fifteen years or so, my research has been concerned primarily with 

the biochemistry of genetic processes and more specifically with the enzymic 

[enzymatic] mechanisms. This approach has uncovered much important infor-

mation; but equally important, now we can begin to examine and interpret more 

complex biologic questions in terms of the concepts developed with the micro-

bial models. How is the expression of genetic information regulated by intrin-

sic and extrinsic factors in eukaryotic cells? Are the models of repression in-

duction control of protein synthesis applicable to the genetic organization of 

higher cells? Or are there new mechanisms and principles to be uncovered? I 

propose to begin an investigative program to explore these questions using cul-

tured mammalian cells as the experimental system.56

Indeed, Berg’s move into eukaryotic biology epitomized what later 
generations of biologists would recall as the “mass migration” of bio-
chemists and molecular biologists into the study of higher organisms from 
the late 1960s onward. As examples, Sydney Brenner began to work on 
development using the nematode Caenorhabditis elegans; Jacobs moved 
to the developmental biology of mice; and phage geneticist Seymour Ben-
zer ventured into the behavioral genetics of the fruit fly, Drosophila.57

Linking Cancer and Eukaryotic Biology through an Animal Virus

In his venture into eukaryotic biology, Paul Berg also made a tangible 
connection between his new research on the genetic expression and regu-
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lation of eukaryotes and cancer research by explicitly drawing the con-
nection between his mammalian cell studies and cancer research through 
the use of animal tumor virus experimental systems. His articulation of 
medical relevance in the biology of higher organisms resonated well in 
the political and medical climate of the 1960s. During the years from 1968 
to 1970, with prominent molecular biologists and biochemists, including 
Charles Yanofsky, Norton Zinder, and James Watson, Berg also helped 
prepare a proposal for the National Program for the Molecular Biology 
of the Human Cell. Instituted by the National Science Foundation (NSF), 
this program intended to explore a feasible means for studying the ex-
pression, organization, and regulation of genes in human cells by using 
mammalian cell culture methods and somatic cell genetics. Moreover, 
as Toby Appel points out, NSF’s human cell biology program “hoped to 
link basic research on the human cell to the Nixon administration’s war 
on cancer.”58 In some respects, the program was also a critical reaction 
to the pressure for more medically relevant research. The authors of the 
proposal underscored the value of a flexible and basic research system in 
dealing with cancer: unlike NASA’s Apollo program, “we lack most of the 
basic knowledge needed to formulate the technology.”59

Recognizing all the difficulties of exploring the genetic expression and 
regulation of complex eukaryotes, Berg needed to devise a new experi-
mental system that could contain the complexity. Stanford biochemists’ 
culture of sharing and close interaction in the laboratory was critical for 
Berg’s move into cancer research. A. Dale Kaiser’s work at Stanford on 
lysogeny in bacteriophage λ not only inspired Berg’s new venture into 
eukaryotes but also provided a crucial conceptual resource that enabled 
him to open a whole new field of research into the genetic expression 
and regulation of mammalian cells (figure 2.2). In other words, bacterio-
phage λ provided an exemplary model experimental system for Berg’s 
research on eukaryotes, especially for his cancer research employing an 
animal virus. Bacteriophage λ thus mediated prokaryotic and eukaryotic 
divisions, and linked biological and medical research.

Berg made his initial acquaintance with bacteriophage λ and its lyso-
genic behavior at Kaiser’s graduate seminar on lysogeny between 1966 
and 1967. By the time Berg took Kaiser’s seminar, the subject of cell 
transformation by polyoma virus and SV40— tumorigenesis— bore par-
ticular relevance to lysogeny. Kaiser emphasized the striking similarities 
between the two systems: lysogeny with a bacteriophage and tumorigen-
esis with a tumor virus. In a concluding seminar on “Cell Transformation 
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by Polyoma Virus and SV40,” Kaiser discussed the possible mechanisms 
of tumorigenesis in terms of Campbell’s integration model of bacterial ly-
sogeny. Kaiser then hypothesized that the viral transformation of mam-
malian cells might be caused by the integration of an animal virus into the 
host chromosome.60

The analogy made between bacteriophage λ and a mammalian tumor 
virus inspired Berg to plan his new venture into the genetic regulation of 

figure 2.2. A. Dale Kaiser and the phage lambda (λ) model (1997). A. Dale Kaiser assem-
bling phage lambda (bacteriophage λ) at his seventieth birthday bash at Asilomar Confer-
ence Center. Kaiser studied bacteriophage λ whose lysogenic behavior provided an analogi-
cal model through which other scientists like Paul Berg considered tumorigenesis. Reprinted 
by permission from A. Dale Kaiser.
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mammalian cells. As noted earlier, it provided tangible connections that 
mediated prokaryotic and eukaryotic divisions in terms of lysogeny and 
viral transformation, and it helped Berg to link biological research in gene 
regulation in eukaryotes with medical research on tumorigenesis. While 
attending Kaiser’s seminar, Berg realized that he could devise a new ex-
perimental system to study the genetic regulation of eukaryotic cells that 
took advantage of the ability of animal viruses, such as SV40 and poly-
oma, to transform mammalian cells, just as molecular biologists had re-
vealed the genetic regulation of prokaryotes through their research on 
E. coli cells infected by bacteriophages. This mammalian cell experimen-
tal system seemed to add another advantage: instead of exploring the ex-
pression and regulation of these complex genes, this experimental system 
could be used to investigate the expression and regulation of viral genes 
after the virus had infected the mammalian cell. Thus, this system would 
enable Berg to bypass the difficulties of directly exploring the more com-
plicated genes of the mammalian cell. With this ambitious project in mind, 
Berg asked Dulbecco whether he could spend a sabbatical leave at his lab 
at the Salk Institute. In the summer of 1967, notwithstanding Kornberg’s 
reservations, Berg headed to the Salk Institute.

Berg’s sabbatical leave at Dulbecco’s laboratory and his choice of 
animal viruses (SV40 and polyoma) not only enabled him to study gene 
expression and regulation of eukaryotes but also facilitated his participa-
tion in the newly emerging subject area of animal tumor viruses. As Berg 
emphasized in his grant proposal in 1968, the question of viral transfor-
mation and cancer research— how animal viruses such as SV40 and poly-
oma could transform normal cells into tumor cells— was his “immediate 
intent.” As he continued, by “following the entry of the viral chromosome 
into the infected cell . . . we hope to learn how the entry of the viral chro-
mosome into the host cell chromosomes causes the cancer state.”61

Berg’s meticulous blending of his basic molecular biology research 
and its potential medical implications was critical for his initial venture 
into eukaryotic genetic regulation. His investigation of the genetic regu-
lation of tumor viruses in turn helped situate his research in the context 
of expanding cancer research. By the time Berg arrived at the Salk Insti-
tute, Dulbecco’s research focused on how animal tumor viruses such as 
SV40 and polyoma transformed normal cells into tumor cells. In 1967, 
Dulbecco and J. F. Watkins triggered the “reactivation” of a virus in SV40- 
transformed cells; by fusing transformed cells with virus- susceptible cells, 
they produced SV40 virus from SV40- transformed tumor cells.62 Soon 
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Heiner Westphal and Dulbecco showed that polyoma and SV40 DNA re-
sided in the transformed cells.63 With evidence from DNA hybridization, 
which probed the fidelity of DNA’s base- paring between SV40DNA and 
the DNA from its host chromosome, Joseph Sambrook, Westphal, and 
Dulbecco further demonstrated in 1968 that SV40 DNA was integrated 
into the chromosome of host cells.64

Dulbecco’s path- breaking research on tumorigenesis in mammalian 
cell systems, especially his explanation of the physical state of the viral 
genetic information within the transformed cells, provided fertile ground 
on which Berg built his experimental systems. As Berg emphasized in his 
1968 grant application for his cancer research, Dulbecco’s SV40 viral in-
duction system “opened up a whole new area of investigation, namely 
the mechanism of activation of the viral genome and by implication the 
question of why the viral genome in the transformed cell is not fully ex-
pressed”65 (figure 2.3). Berg was interested in seeing whether “acquisi-
tion and maintenance of the transformed phenotype [tumorigenesis] re-
quires the continued presence and expression of at least part of the viral 

figure 2.3. Paul Berg discussing his cancer virus research, ca. 1975. Paul Berg explained how 
his cancer virus research could lead to the discovery of cancer- inducing genes (or oncogenes) 
using temperature- sensitive mutant strains of tumor viruses. Paul Berg’s Special Lecture, 
Stanford Biochemistry Department Fiftieth Anniversary Photo Collection. Reprinted by per-
mission from Jack Griffith.



“mass migration” and technologies of gene manipulation 69

 genome.”66 If viral integration were sufficient to cause tumorigenesis, 
he further reasoned, “elimination or inactivation of these essential viral 
genes would result in reversion to a normal cell growth pattern.”67

At Dulbecco’s lab, Berg and François Cuzin, a postdoctoral fellow 
from Jacob’s lab at the Pasteur Institute, invented a polyoma virus induc-
tion system, through which latent polyoma viruses replicate and are re-
leased, by adopting Dulbecco’s SV40 induction system. Berg traced the 
synthesis of polyoma DNA in polyoma- transformed tumor cells at low 
temperature using radioactive labeling and DNA hybridization.68 He first 
infected a mouse cell (3T3) with a heat- sensitive mutant polyoma (Ts- a), 
and then examined how the polyoma- transformed cells (Ts- a- 3T3) were 
induced to produce virus particles at low temperature. He found that the 
transformed clones (Ts- a- 3T3) produced much larger compounds (oligo-
mers) of viral DNA twenty- four hours after low temperature viral induc-
tion, which implied that these tumor cells contained the entire polyoma 
genome. In order to explain the newly synthesized viral DNA in tumor 
cells, Berg proposed the “excision hypothesis” of viral induction. Adopt-
ing the integration model of lysogeny, he hypothesized that “the poly-
oma genome was [supposed to be] covalently integrated into the host cell 
chromosomal DNA.”69 The virus integration was believed to be an analo-
gous process to lysogeny in microbial systems: the lysogenic λ phage DNA 
was integrated into the E. coli chromosomes and became dormant. Berg 
further speculated that when a polyoma virus was induced, it emerged 
from the integrated host chromosome and started viral replication.70 In 
effect, he explained this viral stimulation in terms of the induction model 
of lysogenic bacteriophage λ.

Beyond the physical model of viral integration, Berg began to adopt a 
biochemical approach in an attempt to connect the mechanism of viral in-
duction and its tumorigenesis to his initial research interest in the genetic 
regulation of eukaryotic systems. An understanding of the biochemical 
dynamics of the viral integration model would provide a means to deci-
pher genetic expression and regulation in mammalian cells. For this, he 
planned a set of biochemical operations, using his virus induction system, 
to characterize the molecular pathways of viral infection and its trans-
formation. First, he wanted to trace new protein synthesis in mamma-
lian cells with radioactive isotope labeling after the introduction of an 
animal virus. Second, Berg suggested that fractionation of the infected 
cells would provide molecular identification of newly replicating par ticles 
and viral specific enzymes. Third, he proposed to employ a technique 
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(analytical radioautography of polyacrylamide gel electropherograms) 
to label and analyze new virus- specific proteins formed after infection, 
such as T- antigen and viral capsid proteins. All these biochemical explo-
rations, which he intended to pursue further at Stanford, aimed to pro-
vide the means for studying how viral genes were regulated in eukaryotic 
 systems.71

Virus as a Vector: Building an Artificial Transduction System

After his sabbatical leave at Dulbecco’s lab, Berg phased out his bacte-
rial and enzyme studies and shifted his research entirely to animal cell 
and tumor virus work. With this change of experimental system, he had to 
renovate his lab for large- scale virus and cell culture research in a sterile 
environment. For example, he used ACS grant money to purchase and in-
stall a controlled environment incubator for aseptic handling of virus. He 
also bought a roller apparatus for growing large quantities of mamma-
lian cells. Building on his viral induction system with a large experimen-
tal infrastructure, Berg mounted a systematic biochemical exploration of 
viral oncogenesis, the formation of cancer through a virus.

Berg’s experimental research, however, did not progress as initially 
planned. First, his attempt to trace and identify the proteins induced in 
cells following viral infection (with radioactive isotopes) did not work be-
cause of the background “noise” produced by the highly metabolic and 
complex mammalian cells. As he explained, “because even resting cells, 
and serum- starved cells still incorporate sizable levels of radioactive 
amino acids into their proteins it is extremely difficult to detect new pro-
teins made as a result of virus infection.”72 Instead, he tried to find other, 
simpler alternatives for biochemical explorations. For example, with grad-
uate student John Morrow, he used an electrophoresis technique to char-
acterize the viral RNA transcripts produced after an SV40 viral infection. 
By adjusting their repertoire of biochemical tools, they aimed to explore 
the regulatory mechanisms of viral gene expression in mammalian cells.

Since Berg’s initial biochemical approach did not allow direct inves-
tigation of viral genes and their functions in mammalian cells, he began 
to tinker with his tumor- virus experimental system from the perspective 
of biochemical genetics. In order to deal with difficulties he had faced 
in his animal virus system, Berg wanted to adopt the productive use of 
transduction— virus- mediated gene transfer— in a fine- structure mapping 
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of bacterial genes for animal tumor virus research; he hoped this would 
create a genetic map of tumor viruses, such as polyoma and SV40. In the 
early 1960s, Berg had become well aware of the power of transduction as 
a tool for gene mapping through his collaboration with Charles Yanofsky, 
a colleague at the Department of Biological Sciences at Stanford.73 Ya-
nofsky played a central role in demonstrating the molecular colinearity 
between gene and protein, probing whether changes in DNA sequence 
can produce changes in protein sequence at corresponding positions; he 
did this by examining a relationship between the linear sequence of mu-
tant sites in a gene and the linear sequence of amino acids in a protein in 
E. coli (by employing P1 transduction).74 While working on the problem 
of colinearity between gene and protein, Yanofsky observed that some 
mutant genes in E. coli, such as tryptophan synthetase mutant A36, could 
be corrected or suppressed. He suspected that the suppression of mutant 
A36 could be attributed to mutations in transfer RNA (tRNA). In his 
conversation with Yanofsky at a friendly tennis match, Berg proposed an 
experimental system involving amino acid incorporation that could deter-
mine whether mutations in tRNAs mistranslated a specific mutant codon 
in a synthetic RNA.75 Berg and Yanofsky specifically took advantage of 
transducing bacteriophages in preparing tRNAs that contained a suppres-
sor gene (su36+), which in turn misread a mutant gene.

Through the use of transduction, Berg was growing more used to em-
ploying genetic tools in analyzing a “subversion of genetic decoding.”76 As 
transduced bacterial genes were located very close to the genes of their 
E. coli host, transduction was most useful in the high- resolution genetic 
mapping of bacterial experimental systems. Moreover, as Angela Creager 
points out, when combined with biochemical operations, “fine- structure 
mapping was not an end to itself, but rather a tool to investigate the ge-
netic code, metabolism, cellular regulation, and the dynamics of infection, 
to name but a few topics.”77 Indeed, transduction became a crucial part of 
research technology that connected genetics to biochemistry, contributing 
to the development of molecular genetics.

More significantly, Berg’s familiarity with transduction provided him 
with a crucial insight into rebuilding his animal virus experimental system; 
he was now able to view SV40 as part of a transduction system. Animal 
viruses, when exhibiting tumorigenic behavior similar to that of bacterio-
phage λ lysogenic behavior, seemed capable of transducing genes. Berg 
was particularly intrigued by Dulbecco and Watkins’s recent finding that 
suggested the potential ability of SV40 to transduce genes in the host 
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animal chromosome. In 1967, they had found that SV40 behaved like a 
prophage, picking up nearby genes when induced from SV40- transformed 
cells.78 However, unlike a bacteriophage, whose ability to move genes 
between bacterial cells through transduction proved to reveal the genetic 
expression and regulation of bacteria, no animal viruses were known 
to transduce genes from one cell to another in eukaryotes. In addition, 
SV40’s genome was too small to pick up genes of the host cell, whose 
chromosomes were much larger than those of bacteria. Furthermore, the 
coating of the nucleic acid of the virus (encapsidation) would limit the 
number of genes that could be packed inside since the enclosure (the cap-
sid) is considerably small. Finally, the process of an animal virus picking 
up genes would be too random to be employed in genetic analysis. To use 
transduction in mammalian cells, Berg had to find another way to trans-
duce genes through the use of SV40. He recollected the initial conception 
of his artificial SV40 transduction project:

Initially, I had serious reservations about the success of such a venture because 

of the predictably low probability of generating specific recombinants between 

virus and cell DNA and the limited capacity for selecting or screening animal 

cells that had acquired specific genetic properties. But it seemed that one pos-

sible way out of this difficulty, at least one worth trying, was to produce the de-

sired SV40 transducing genomes synthetically . . . The goal was to propagate 

such recombinant genomes in suitable animal cells, either as autonomously 

replicating or integrated DNA molecules.79

In his 1970 ACS grant application, Berg put forward his reinvention of 
the SV40 experimental system as an artificial transduction system, capital-
izing on its potential ability to transfer genes into mammalian cells. This 
led to the experimental construction of recombinant DNA molecules by 
Berg’s research team:

David Jackson, a postdoc fellow [from Yanofsky’s lab], Tom Jovin, a summer 

visitor from Germany, and I are exploring the feasibility of using SV40 DNA 

(or PY DNA) to transport non- viral genetic information into the cells they 

transform. It is our ultimate aim to attach a specific segment of DNA cova-

lently by chemical or enzymatic means to the circular DNA molecule of either 

virus and then to determine a) if cells can be transformed by such modified 

DNA’s, b) if the new genetic information is integrated with the viral DNA and 

c) if they express the new information carried by the modified DNA.80
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What became clear by 1970 was that SV40 was emerging as a research 
technology for genetic explorations. It marked a critical realignment from 
Berg’s initial use of the animal virus from an object of cancer research to 
a technology for genetic mapping and subsequently for genetic engineer-
ing.81 At first, Berg wanted to use the ability of animal tumor viruses to in-
tegrate into mammalian cells and transform their host into tumor cells as 
a way to explore the mechanisms of tumorigenesis; he expected to then be 
able to investigate genetic expression and regulation in mammalian cells. 
His initial biochemical exploration of SV40 transformation, or animal- 
virus tumorigenesis, however, became complicated because animal cells 
synthesized too many proteins to be able to detect viral gene products. 
Faced with the experimental difficulties noted above, he turned to the po-
tential ability of animal viruses to function as a “vector” that would trans-
fer genes from one cell to another in eukaryotic organisms.82

He envisioned that artificial SV40 transduction could be deployed as 
a mapping tool for studying gene regulation in mammalian cells. The SV40 
mapping system would enable scientists to “construct a physical genetic 
map of SV40 without requiring a genetic mating system.”83 Moreover, if a 
newly introduced DNA segment in SV40 recombinant DNA molecules 
could then transform the host cell, the usefulness of transduction for gene 
regulation studies “can be extended to [an] animal cell system.”84 Kenichi 
Matsubara, a postdoctoral fellow at Kaiser’s lab, provided a crucial key to 
that end. Matsubara had previously derived λdv, a plasmid (an extrachro-
mosomal ring of DNA) that could replicate itself in E. coli hosts.85 Berg 
thought that if he could derive a plasmid that contained the gal operon 
(which encodes enzymes for galactose metabolism) from bacteriophage 
λ, namely λdvgal, its ability to propagate itself as a circular and autono-
mous entity in E. coli would make it appropriate as a genetic vector in a 
transduction system. If “SV40 DNA can be propagated in E. coli as part 
of the λdv replicon,” Berg further contemplated, then perhaps eukaryotic 
genes could be transduced and their regulatory mechanisms studied. This 
possibility would take advantage of the well- characterized gal operon sys-
tem.86 He cautioned that this novel project still required another techni-
cal breakthrough: “if this approach proves useful the challenge will be to 
expand and increase our access to preparations of specific, homologous 
(mammalian) genetic DNA.”87

Berg’s first step for constructing an artificial transduction system was 
to recombine SV40 and λdvgal DNAs, the gal operon with the plasmid. 
Kaiser’s research on bacteriophage λ’s cohesive ends of DNA provided an 



74 chapter two

important technique for this pursuit, because Berg began by making them 
for his recombinant DNA experiment. Cohesive ends refer to the “sticky” 
properties of the end of the molecule of DNA; the ends form base pairs 
and a complementary pair can bond (anneal) (see figure 2.4). Biochem-
ists learned of them as λ and other temperate phages became useful tools 
in molecular biology because of their ability to isolate bacterial genes 
through lysogenization and transduction.88 In 1963, Al Hershey discov-
ered that the cohesive ends of λ DNAs enabled the temperate λ phages’ 
recombination with the host chromosome.89 Kaiser soon devised an ex-
periment that probed the molecular nature of the cohesive sites. First, he 
analyzed the structure of cohesive ends by employing a phage- mediated 
DNA transformation system, which he designed with Hogness.90 Kaiser 
further identified the molecular sequence of the cohesive ends with Ray 
Wu, a molecular biologist at Cornell.91

In fact, Stanford biochemists’ distinctive research focus on the bio-
chemistry of DNA metabolism— its synthesis, replication, and genetic 
expression— and their sharing of research materials, such as the enzymes 
DNA polymerase and DNA ligase, provided a set of resources that en-
abled Berg to construct recombinant DNA molecules; these molecules 
were one of the “priceless dividends” of the department’s unique focus 
and practices.92 Kornberg and Robert Lehman, Berg’s Stanford col-
leagues, were two prominent figures in DNA enzymology. In 1967 Korn-
berg had already succeeded in producing the first artificial synthesis of 
viral DNA.93 Lehman’s laboratory was one of the earliest that simultane-
ously discovered DNA ligase, an enzyme that helps join DNA fragments 
together. When Berg tried to synthesize recombinant DNA molecules, he 
was able to use DNA polymerase and DNA ligase, which were free of 
contaminating nuclease, from Kornberg and Lehman’s refrigerators. A 
postdoctoral fellow from Yanofsky’s lab, David Jackson, undertook an 
experiment for making SV40- λdvgal recombinant DNA by opening cir-
cular SV40 and λdvgal DNAs into linear- form DNAs and joining them. 
For this artificial synthesis experiment, Jackson had learned one of the 
critical steps in joining two linear DNA molecules from Peter Lobban; a 
graduate student of Kaiser’s, Lobban had independently discovered an 
enzymatic DNA joining method around the same time as Berg’s work 
using bacteriophage P22 DNAs (for more on Lobban’s research, see next 
section). Lobban developed a technique to synthesize cohesive ends by 
adding nucleotides to the end of DNA using the enzyme terminal trans-
ferase.94 By October 1971, Berg’s laboratory finally succeeded in  making 



figure 2.4. Making of recombinant DNA: General protocol for producing recombinant 
DNA. In his American Cancer Society grant application, Paul Berg described the process of 
making recombinant DNA: “Our approach to synthesizing such potential transducing DNA 
molecules is as follows: (1) opening the viral DNA rings and preparation of their ends for 
receiving the new DNA segment; (2) isolation and preparation of the piece of DNA to be 
inserted; (3) joining of the two DNA’s and bringing closure to generate new, expanded cir-
cular DNA molecules.” Paul Berg, “Viral Oncogenesis and Other Problems of Regulation,” 
1970, p. 5, Paul Berg Papers, Stanford University Archives, SC 358, box 16, folder: ACS Grant. 
Image from David A. Jackson, Robert H. Symons, and Paul Berg, “Biochemical Method for 
Inserting New Genetic Information into DNA of Simian Virus 40: Circular SV40 DNA Mole-
cules Containing Lambda Phage Genes and Galactose Operon of Escherichia coli,” Proceed-
ings of the National Academy of Sciences, USA 69 (1972): 2905. Reprinted by permission from 
Paul Berg.
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recombinant DNA molecules by combining SV40 DNA from a primate 
tumor virus, and λdvgal DNA from E. coli and the bacteriophage λ. The 
λdvgal- SV40 DNA produced at the laboratory of Berg was a “trivalent 
biological reagent,” which contained most of the genetic information of 
SV40, the E. coli galactose operon, and the λ bacteriophage. Berg aimed 
to use this recombinant DNA to explore their genetic expression and 
regulation. Titled “Biochemical Method for Inserting New Genetic Infor-
mation into DNA of Simian Virus 40,” his article heralded a new era for 
gene manipulation.95

Developed from the several investigative shifts following his adoption 
of animal tumor viruses, Berg’s recombinant DNA research had unex-
pected but profound implications on the technological infrastructure for 
the manipulation of genes; these implications were especially significant 
because the research enabled the production of recombinant genes from 
different organisms. In a way, Berg’s reconceptualization of a SV40 virus 
as a transporting vector reflects a significant epistemic juncture in bacte-
rial genetics that had evolved from the 1950s and 1960s. As Thomas Brock 
and Creager have argued, the concept of the gene had been extended to 
include nonnuclear entities, such as fertility factors, episomes and plas-
mids, which occurred in bacterial conjugation and transduction, suggest-
ing that “all chromosomal genes were potentially mobile.”96 Seen from 
this perspective, Berg’s effort to reconfigure an animal virus as a transduc-
ing agent or vector was in essence an attempt to adopt strategies from mi-
crobial genetics in order to investigate eukaryotic organisms. Moreover, in 
an attempt to reconstitute a living organism as a research technology for 
gene mapping, Berg’s construction of recombinant DNA molecules now 
cast genes as entities that could not only be mobile but also reassembled, 
a sequence that could be rewritten thorough biochemical operations.

Recombinant DNA as a Technology for Genetic Engineering

As early as 1969, even before the first construction of recombinant DNA 
molecules, one Stanford biochemist speculated that the ability to amplify 
and express recombinant DNA could be used for a wide array of agricul-
tural and medical purposes. In his PhD proposal, Peter E. Lobban, a grad-
uate student of Kaiser’s in the Biochemistry Department, proposed the 
potential application of such recombinant DNAs for genetic engineer-
ing.97 By the time Berg was constructing the SV40 transduction system to 
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form recombinant DNA molecules from foreign DNA sources like SV40, 
E. coli, and bacteriophage λ, Lobban was independently forming the same 
from DNAs from a same species, bacteriophage P22. Lobban’s project 
was framed as a study of a general system for joining DNA molecules, 
and it was technically less demanding as it aimed to chemically combine 
DNAs of same species origin.98 By August 1971, Lobban finally succeeded 
in synthesizing recombinant DNAs by joining P22 DNA molecules (see 
figure 2.5); subsequent experiments done under improved conditions gave 
the same results with a higher yield.

Lobban’s project on the construction of recombinant DNAs further il-

figure 2.5. Synthesis of recombinant DNA. The earliest ethidium bromide– CsCl gradients 
of DNA samples showed a high- density peak, indicating they were closed, circular DNA re-
combined by use of Peter Lobban’s enzymatic method, A- T litigation. The data were obtained 
from Lobban’s experiment on August 16, 1971 (graph on August 18, 1971). Peter Lobban, 
Laboratory Notebook, August 1971, Peter E. Lobban Personal Papers, Personal Collection, 
Los Altos, CA. Reprinted by permission from Peter E. Lobban.
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lustrates another example of remaking life as a research technology. His 
broader aim in forming recombinant DNAs was to study genetic control 
and expression in eukaryotic organisms, inspired by analogies between 
bacterial transduction and viral induction. It was thought difficult to iso-
late pure genes with no other cellular materials mixed from eukaryotic 
organisms, in comparison to prokaryotes. In bacteria research, transduc-
tion (phage- induced gene transfer) provided a useful tool for producing 
purified blocks of genes to study gene expression. In higher organisms, 
there had been no discovery in general transduction phenomenon that 
enabled molecular biologists to obtain DNA sequences encoding specific 
sets of genes. Lobban suggested that his recombinant DNA construction 
method could make it possible to study gene expression in higher organ-
isms; he proposed to do this by infecting recombinant genes via viruses or 
by whatever means could transfer genes into the host organisms. As he 
wrote in his dissertation: “If there were a way to join DNA molecules to-
gether in vitro, then it would be possible in principle to make transducing 
genomes bearing the genes of any organism by attaching the appropriate 
DNA to the DNA of a bacteriophage or virus.”99 He mentioned the po-
tential uses of his DNA joining system for studying eukaryotic organisms; 
these included DNA sources for RNA- DNA hybridization studies and 
fine- structure mapping of mammalian genes through artificial transduc-
tion systems. He also wrote that the joining system could result in a source 
of medically or agriculturally useful gene products by expressing trans-
ducing genes in foreign hosts like bacteria.

However, unlike Berg’s group whose main interest was the genetic 
regulation of eukaryotes and tumor viruses, Lobban clearly foresaw, in 
both his PhD proposal and dissertation, the potential use of a recombi-
nant DNA transduction system for what was later called genetic engineer-
ing. Lobban’s suggestion for expressing recombinant DNAs in a foreign 
host came from his initial interest in problems of antibody synthesis; re-
combinant DNA– mediated transduction could provide a source for new 
antibodies if transduced genes could be expressed in the host. In his 1969 
PhD proposal, he indeed surmised a potential use of his enzymatic DNA– 
joining method: if transduced recombinant DNAs could directly express 
their new genetic information, recombinant DNA– mediated transduction 
could provide a new source for useful gene products.100

With the possibility of recombinant DNA– mediated transformation, 
Lobban suggested that the ability to insert and express recombinant 
DNA molecules in bacteria could provide a new kind of technological 
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possibility for a productive use of life. Bacteria could become “factories” 
to produce medically useful gene products like antibodies. As he put it, “if 
the bacterial host of the transducing genomes [bearing mammalian genes] 
is able to transcribe and translate them, it could be used as a source of 
the gene product that might be far more convenient than the mammalian 
cells themselves.”101

Lobban’s suggestion for expressing foreign genes in bacteria for the 
mass production of medically useful molecules was particularly strik-
ing to Kaiser and Berg; both recollect that they did not seriously con-
sider such applications before they saw his proposal. As Hans- Jörg Rhe-
inberger has argued, the possibility of creating a transgenic organism— an 
engineered organism that bears genes deemed culturally and medically 
useful— with recombinant DNA technology marked the beginning of a 
significant epistemological shift in biomedical research. The advent of re-
combinant DNA technology enabled molecular biologists to remake life 
forms in terms of culturally and medically defined categories. Indeed, to 
paraphrase Rheinberger, Lobban’s proposal marked a radical departure 
from the earlier intent of molecular biology; its epistemological position 
had been “the extracellular representation of intracellular processes— i.e., 
the ‘understanding’ of life.” With the advent of recombinant DNA tech-
nology, however, molecular biology entailed the “intracellular representa-
tion of an extracellular project— i.e., the deliberate ‘rewriting’ of life.”102 
Molecular biologists then were able to import their culture into cells by 
modifying life. This shift in the epistemological outlook of the field did not 
just involve industrial and commercial use of biological organisms.103 As 
medical anthropologist Paul Rabinow has suggested, this transition also 
marked the beginning of a new interaction between nature and culture in 
the age of biotechnology: “nature will be modeled on culture understood 
as practice.”104

Lobban’s bold vision of recombinant DNA technology producing use-
ful gene products for medicine, however, was initially regarded as rather 
elusive, if not dangerous, by other scientists. First, no one had yet suc-
ceeded in isolating mammalian genes that could be recombined for ge-
netic engineering experiments. Moreover, making recombinant DNA 
molecules through enzymatic synthesis was still technically demanding. 
Lobban himself did not pursue his ideas further after his career shift into 
medical instrumentation. While the Berg laboratory subsequently set out 
to experimentally demonstrate whether newly synthesized recombinant 
genes could be expressed in a biological host, it soon faced controversies 
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regarding the safety of recombinant DNA research (see chapter 3). Berg’s 
recombinant DNA (λdvgal- SV40) emerged as a research technology for 
cancer research, and ironically became an agent of tumorigenesis, provok-
ing unforeseeable public health debates. More importantly, recombinant 
DNA, a product of the work of Stanford biochemists, soon traveled other 
trajectories as materials and techniques circulated to the research net-
work formed around the university’s Biochemistry Department.

Conclusion

From the mid- 1960s, the basic research and rhetoric of medical progress 
that once fostered the advancement of biomedicine after World War II 
faced a serious intellectual and political challenge. This challenge was 
magnified by countercultural critics of science and technology.105 Berg, a 
biochemist specializing in bacterial enzymology and nucleic acid metabo-
lism, warily observed the criticisms toward basic biomedical research and 
strove to demonstrate its relevance for higher organisms. As the intellec-
tual and political context was changing, Berg creatively capitalized on the 
shift in funding priorities toward medically relevant research with his new 
work on the genetic regulation of eukaryotic organisms. He did this by 
adopting tumor- producing animal virus experimental systems. As part of 
such a system, bacteriophage λ mediated prokaryotic and eukaryotic divi-
sions, enabling the development of a productive analogy between lysog-
eny and tumorigenesis that linked biological and medical research. The 
culture of sharing in the Stanford Biochemistry Department provided key 
resources for Berg’s transition to working in eukaryotic biology. This bio-
medical analogy drawn from Kaiser not only helped Berg navigate the 
politically charged world of cancer research in the 1970s but also helped 
him open up the uncharted intellectual territory of molecular investiga-
tions in eukaryotic biology.

Through several incremental shifts in the adoption of animal virus ex-
perimental systems, Berg’s new venture into eukaryotic biology engen-
dered a set of new connections among different research agendas, experi-
mental systems, and funding patronages: first, as an experimental system 
for examining tumorigenesis; second, as an artificial transduction system 
for exploring eukaryotes; and later, as a technology for genetic engineer-
ing.106 The advent of recombinant DNA research and technology was thus 
one of the unexpected outcomes resulting from Berg’s adoption of animal 
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virus experimental systems. More consequently, the dynamics of exper-
imentation that transformed Berg’s animal virus experimental system 
from an object for scientific research into a pioneering tool for genetic 
engineering would be further buttressed by the lively technological and 
conceptual communication between scientists who formed a research net-
work centered around Stanford biochemists engaged in the study of re-
combinant DNA (see chapters 3– 4).

At the epistemological level, Berg’s invention of an artificial transduc-
tion system reconstituted particular forms of life as research technolo-
gies for gene mapping. This technical implementation of life forms then 
extended the concept of mobile and modifiable genes in bacteria to the 
realm of higher organisms, recasting genes as a sequence that could be re-
written thorough biochemical operations.107 Subsequently, Lobban’s ar-
ticulation of the use of recombinant DNA as a way to possibly produce 
useful gene products presaged the application of the technology as a tool 
for genetic engineering. In their attempt to investigate and alter genetic 
entities— DNA molecules— for higher organisms, Stanford biochemists 
created experimental conditions for gene manipulations, transforming 
genes into discreet, mobile, and reassembled entities. Indeed, the prospect 
of rewriting gene sequences— of engineering life— opened up experimen-
tal possibilities for creating new “biotechnological” forms of life through 
the engineering of nature in culturally and medically defined categories.

In the next chapter we will examine the wide range of experimen-
tal hybridizations that occurred as the concepts and materials circulated 
through the system of exchange and collaboration in recombinant DNA 
research centered around Stanford biochemists. Their pioneering move 
into eukaryotic biology and their collaborations, exchange, and sharing 
of experimental technologies and instruments with scientists in the early 
network of recombinant DNA research led to the emergence of key tech-
nologies for gene manipulations and cloning. I particularly investigate 
how the race to clone recombinant DNA molecules began to shift the 
material, intellectual, and social contexts that Stanford biochemists had 
fostered for the productivity of their research; this race involved Stanford 
biochemists, such as Berg’s graduate students, Janet Mertz and John Mor-
row, and others who joined the Bay Area network of recombinant DNA 
research, including Stanley Cohen and Herbert Boyer. While Stanford 
biochemists’ foray into bacterial transformation and gene cloning was 
put on hold because of fierce public concerns over tumor- virus research, 
Cohen and Boyer experimentally demonstrated the molecular cloning of 
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recombinant DNAs through a series of three experiments; one of these 
was completed with Stanford biochemist John Morrow. In the next chap-
ter, we will see how unexpected experimental shifts, regulatory and safety 
concerns, and opportunistic collaborations reconfigured the system of ex-
change in recombinant DNA research, with notable material and moral 
consequences.



In 1971 when Stanford biochemists Paul Berg, Peter Lobban, and their 
colleagues succeeded in developing new ways to join two DNA mole-

cules together, they revealed a new vista in experimental biology from 
which key questions in the biology of higher organisms could be explored. 
Moreover, Berg’s group first demonstrated that DNA sequences from 
foreign sources could be joined by enzymatic means; they synthesized 
a recombinant DNA molecule by combining λdvgal DNA (from Esch-
erichia coli and the bacteriophage λ) with SV40 DNA from a primate 
tumor virus. As Berg emphasized, his λdvgal- SV40 recombinant DNA 
could provide an innovative research technology for eukaryotic biology 
and cancer research:

The λdvgal- SV40 DNA produced in these experiments is, in effect, a trivalent 

biological reagent. It contains the genetic information to code for most of the 

functions of SV40, all of the functions of the E. coli galactose operon, and those 

functions of the λ bacteriophage required for autonomous replication of circu-

lar DNA molecules in E. coli. Each set of functions has a wide range of poten-

tial uses in studying the molecular biology of SV40 and the mammalian cells 

with which this virus interacts.1

If the hybrid DNA molecules were biologically active and could be ex-
pressed in the host cell (the E. coli), Berg further speculated, he and his 
colleagues could investigate genetic expression and regulation in animal 
cells whose complexity otherwise defied genetic and molecular manipula-
tions. While Lobban did not pursue this line of research further after mak-
ing his career change to medical instrumentation, Berg swiftly moved into 

chapter three
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the next stage of recombinant DNA research. Beginning in December 
1970, his graduate student Janet Mertz undertook a project aimed at repli-
cating or “cloning” λdvgal- SV40 recombinant DNA in E. coli; she did this 
in order to analyze the genes of the cancer- causing virus, SV40.

The construction of artificial recombinant DNA, by providing a re-
search infrastructure amenable for gene manipulations, could have wider 
material and technological implications, changing how biologists ma-
nipulated living materials and how they conceptualized biomedical re-
search problems and applications.2 Although there was no definite evi-
dence in 1971 that the recombinant DNA molecules that Berg’s group 
had joined together from different biological entities were biologically 
active and could be replicated in host cells, the potential usefulness of for-
eign gene cloning for both practical applications and biomedical research 
drew intense attention from molecular biologists. Beyond basic molecular 
biology, as Lobban had predicted, introducing and cloning foreign genes 
at the molecular level could lead to agricultural, industrial, and medical 
applications.3 Indeed, Berg’s group was not the only group that strived to 
achieve gene cloning using the λdvgal system. A creative group of visitors 
appeared in Berg’s laboratory as recombinant DNA technology seemed 
to provide a solid platform for studies in the molecular biology of higher 
organisms and for a multitude of applications in medical research. There 
seemed to be no better opportunity for ambitious biologists than the pos-
sibilities of gene cloning, and more scientists began to consider it for their 
own research. Interestingly, Stanford biochemists’ customs of sharing 
and exchange partly contributed to the formation of the network of re-
combinant DNA research. Those who participated in the network of ex-
change with Stanford biochemists, especially a group of scientists led by 
Stanley Cohen in the Stanford Genetics Department and Herbert Boyer 
at University of California, San Francisco (UCSF), were among the first 
scientists who tried to clone recombinant DNA molecules for their own 
research. In the end, it was Cohen and Boyer’s collaborative effort that 
led to the first series of intra-  and interspecies gene- cloning experiments 
between 1973 and 1974, on which they claimed the inventorship of recom-
binant DNA technology in their patent filing in 1974.4 The experimental 
success of gene cloning transformed Lobban’s prediction into a reality.5

This chapter examines the wide range of hybridizations between dif-
ferent experimental systems that led to the development of recombinant 
DNA cloning technology as concepts and materials circulated through 
a system of exchange and collaboration in the early research revolved 
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around Stanford biochemists.6 The scientists within the network were con-
nected by news and expectations of gene cloning to events in Berg’s labo-
ratory; his lab was the center of exchanges of scientific and material inno-
vations regarding gene manipulations. I intend to show how recombinant 
DNA technology emerged from a dense network of experimental findings 
and material interchanges among closely interacting and often collabo-
rating groups of scientists. It is not my intention to describe the advent of 
recombinant DNA cloning technology as a discrete event for which per-
sonal and proprietary claims could be staked.7 I would not go so far as to 
say that whoever invented the recombinant DNA cloning technology was 
not mostly a matter of chance. I instead describe how some Stanford bio-
chemists, such as Mertz and John Morrow, as well as Cohen and Boyer, 
worked with related tools on the same problem of gene replication and 
cloning; they all did this within the technical infrastructure and expertise 
suitable for experimental gene manipulations, which were initially created 
and sustained by Stanford biochemists.

My focus on the system of exchange and collaboration centered 
around the Stanford biochemists helps to situate the beginning of genetic 
engineering in a distinctive material and social context, in which scien-
tists interacted with reciprocity and full disclosure, as well as with concep-
tions about the communal sharing of research materials and tools. This 
also helps to explain how some scientists and patent examiners came to 
believe that several Stanford biochemists’ work on recombinant DNA re-
search (especially that of Mertz and Ronald Davis) was “a potential in-
fringer [of Cohen- Boyer’s patent application] as the closest prior art.”8 My 
aim here, however, is not to highlight the contentiousness of the dispute 
over scientific priority. Rather, it is to probe the material and moral back-
ground of the scientists’ interactions as they competed with each other in 
a race to clone recombinant DNA molecules.9 I show how Mertz’s experi-
mental strategies, tools, and materials for a cloning experiment were re-
fined and circulated in the network of early recombinant DNA research, 
where obligatory disclosure and sharing of tools and materials were part 
of Stanford biochemists’ moral economy of science. While she could not 
proceed with her cloning experiment because of emerging public- health 
concerns about experimenting with cancer- causing viruses, the circula-
tion of her discoveries and tools continued; because of the communal cli-
mate of experimentation at Stanford, these were then easily appropriated 
by other new participants in recombinant DNA research, such as Cohen 
and Boyer.
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The collaborative work of Cohen and Boyer, through which they as-
sembled significant experimental repertoires for gene cloning, demon-
strated that it was possible to propagate foreign genes inside bacteria.10 
Their collaboration with the Stanford biochemist John Morrow, Berg’s 
graduate student, on the cloning of a eukaryotic gene, demonstrated how 
Cohen began to subvert Stanford biochemists’ communal perceptions 
about research tools and materials. As Cohen and Boyer’s plasmid clon-
ing system gained material and technical currency, Cohen began to circu-
late this system in order to seek collaboration and to advance his scientific 
priority. His frequent interactions and collaboration with Stanford bio-
chemists particularly made them feel that it was somewhat arbitrary and 
artificial for Cohen and Boyer to maintain proprietary rights over recom-
binant DNA– cloning technology. The system of exchange through which 
early recombinant DNA researchers collaborated and competed had in-
deed altered, along with its customs and moral assumptions.

Putting Recombinant DNA into Bacteria

By the beginning of fall 1970, Berg’s laboratory was at the forefront of 
recombinant DNA research; its members, including David Jackson and 
Robert Symons, succeeded by the fall of 1971 in the synthesis of recombi-
nant DNA molecules in vitro by combining two foreign genes. It became 
the most populated laboratory in the department, and ambitious postdoc-
toral fellows and graduate students were eager to join to work on the re-
combinant DNA– cloning experiments that were directed to the biology 
of higher organisms and cancer research. Janet Mertz was the first gradu-
ate student to set her sights on gene- cloning experiments using SV40 (fig-
ure 3.1). As a prodigious undergraduate student at MIT, Mertz had per-
formed research on bacterial plasmids and phage λ (bacteriophage λ) in 
the laboratories of prominent molecular biologists, such as Salvador Luria 
and Ethan Signer. She had also taken two courses with David Baltimore 
on animal cells and virology, watching closely when he codiscovered the 
important enzyme reverse transcriptase in animal tumor viruses in the 
spring of 1970. During the fall of 1970, Mertz discussed a possible thesis 
project with Berg that would involve the replication and expression of 
SV40 using recombinant DNA techniques. As she began to prepare her 
project on cloning genes of the tumor virus SV40, Berg suggested that 
Mertz learn advanced techniques in cell culture and animal  virology. She 



system of exchange in recombinant dna research 87

subsequently arranged to attend an annual course on mammalian cells 
and viruses held at the Cold Spring Harbor Laboratory (CSHL), in New 
York State, during the summer of 1971.

After the successful artificial construction of λdvgal- SV40 recombi-
nant DNA, those in Berg’s Stanford laboratory were considering two po-
tential applications, which involved using the DNA as a research tech-
nology for exploring gene expression, replication, and cloning. The first 
possible application was to introduce known bacterial DNA, such as the 
galactose operon (a functioning unit of DNA encoding enzymes for ga-
lactose metabolism) of E. coli, into eukaryotic cells using SV40 as a vec-
tor. The second possible application was to introduce animal virus DNA, 
such as those from SV40, into bacteria after joining them to bacterial rep-
licons (DNA or RNA molecules that have genetic elements necessary 
for autonomous replication, such as phage genomes and plasmids); at-
tachment to the replicons would allow recombined DNA to replicate and 
clone its genes inside the host. To achieve the first possible application, 
Jackson, a postdoctoral fellow in Berg’s laboratory, began to develop a 

figure 3.1. Janet E. Mertz, October 1981. In the fall of 1970, Mertz joined the Stanford Bio-
chemistry Department as a graduate student of Paul Berg. Courtesy of Jonathan M. Kane.
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method for in vitro attachment of the two DNA molecules. For the sec-
ond application, and for her dissertation project, Mertz set out to develop 
a system for introducing SV40 via a bacterial plasmid into E. coli. She be-
lieved SV40 gene products and functions could be better analyzed in a 
less complex and well- characterized host, such as E. coli, if the genes were 
replicated and expressed inside that host. Even if they were only repli-
cated in bacteria, it would provide a way to grow mutants of SV40 that 
could be reintroduced into mammalian cells; she hoped to then observe 
the effects of the mutations on the life cycle of the virus and the expres-
sion of its genes.

Stanford biochemists’ techniques and resources, circulated through 
sharing, collaboration, and informal shoptalk, helped Mertz quickly as-
semble the crucial experimental tools and materials for her project on re-
combinant DNA cloning. Initially, researchers in A. Dale Kaiser’s lab pro-
vided considerable material and technical help. Mertz first had to devise a 
technique to introduce circular λdv plasmids into E. coli. Lobban, a gradu-
ate student in Kaiser’s laboratory, had tried to improve a calcium chloride 
method for introducing linear bacteriophage λ DNAs that was originally 
developed by sabbatical visitors to Kaiser’s lab, Morton Mandel and his 
collaborator, Akiko Higa. In 1970, Mandel and Higa published a paper re-
porting a technique that could introduce linear, viral DNA into E. coli.11 
In December 1970, Lobban taught Mertz his modified version of Man-
del and Higa’s calcium chloride technique. From Lobban, Mertz learned 
how to treat the cells with calcium chloride so they would take up linear 
λ DNAs.12 Mertz then succeeded in using this technique to introduce the 
circular λdv plasmid into E. coli cells, demonstrating for the first time that 
a plasmid could be reestablished in E. coli by treating the host cells with 
calcium chloride.

Mertz settled on the bacterial plasmid λdvgal as a potential vector for 
replicating recombinant DNA molecules and screening for their presence 
in E. coli. For this, she collaborated with phage specialists in Kaiser’s lab. 
First, Kenichi Matsubara, a postdoctoral fellow at Kaiser’s lab, provided 
crucial background knowledge to Mertz’s search for a cloning vector. Mat-
subara had recently isolated a series of deleted variants (dv) of the phage 
λ in which E. coli genes involved in use of the sugar galactose (the gal op-
eron) were joined to some of the genes from phage λ, creating autono-
mously replicating plasmids called λdvgal.13 Berg suggested to Mertz that 
she attempt to isolate a λdvgal that contained an entire galactose operon, 
in other words, all of the genes along with their regulatory signals from 
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E. coli that are needed for metabolizing this sugar; then Jackson would be 
able to test whether these well- characterized bacterial genes might be ex-
pressed in mammalian cells when linked to SV40. In the winter of 1971, 
Mertz collaborated with a postdoctoral fellow in Kaiser’s lab, Douglas 
Berg, who already knew how to isolate λdv. Working together, they soon 
succeeded in isolating their desired plasmid, called λdvgal- 120, which car-
ried the entire E. coli gal operon.14 Both were excited about their success, 
since this λdvgal DNA included the lambda (λ) bacteriophage genes that 
should enable it to propagate as an autonomously replicating plasmid in 
E. coli. In other words, this λdvgal plasmid could serve as a cloning vector 
if introduced into E. coli.

Mertz next set out to prove that this vector would work for reintroduc-
ing and replicating their new λdvgal- 120 plasmid DNA in bacteria.15 She 
had already shown that the λdvgal DNAs of Matsubara could be reestab-
lished in E. coli using Lobban’s variation of the calcium chloride method 
of Mandel and Higa. After a series of laborious experiments in spring 
1971, she wrote in her laboratory notebook that she was “beginning to 
see some larger red [cell] colonies” developing in the E. coli— these bac-
terial colonies were indeed transformed (or genetically modified) by the 
introduction of the λdvgal- 120 plasmid DNA.16 So, by this time, Mertz had 
some of the crucial experimental protocols and materials needed to at-
tempt a recombinant DNA– cloning experiment: a bacterial cloning vec-
tor, the λdvgal- 120 plasmid, and the calcium chloride technique for in-
serting plasmid or phage DNA into E. coli bacteria. She believed that 
a method being developed in Berg’s lab for making recombinant DNAs 
(SV40- λdvgal- 120) in vitro would succeed eventually.17

Each experimental protocol and material resource that Mertz devel-
oped for the recombinant DNA– cloning experiment was inspired and 
shaped by her informal interaction and collaboration with Stanford bio-
chemists. Their culture of exchange and sharing contributed to her exper-
imental system, and to a certain extent, it was a product made possible 
through their communal mode of laboratory life.18

In the summer of 1971, Mertz had a chance to present to other promi-
nent scientists her plan for the replication of recombinant λdvgal- SV40 
DNA molecules in E. coli; she did this while attending a course on animal 
cells and viruses held at CSHL, where scientists gathered to learn about 
and exchange new experimental techniques and ideas. She laid out her 
strategy to use a λdvgal- 120 plasmid as a vector to grow individual clones 
of SV40 and its (insertion) mutants in E. coli. Even if the SV40 genes 



90 chapter three

were not expressed in bacteria, she at least expected to be able to repli-
cate some of the defective SV40 genomes that contain mutations at the 
random sites of insertion of the λdvgal- 120 DNA. However, her presen-
tation on the cloning of SV40 DNAs in E. coli faced strong reservations 
from those who attended her presentation. In particular, one of the in-
structors of the course, Robert Pollack, a biologist at CSHL, expressed se-
rious concerns about the safety of Mertz’s proposed experiment. Pollack 
worried that inserting the cancer- causing genes of SV40 into E. coli, if suc-
cessful, might make the bacteria that can reside in the human gut an infec-
tious carrier of human cancers.19

Pollack’s biosafety concern put the brakes on Mertz’s proposed ge-
netic transformation experiment involving λdvgal- SV40 DNA hybrids. 
In July 1971, Pollack made a series of phone calls to Berg, who was ad-
vising Mertz on her SV40 experiment, urging him not to implement his 
lab’s plan for gene replication and the cloning experiment. Berg subse-
quently consulted Stanford geneticist Joshua Lederberg, who had been 
involved in international discussions in the 1970s on the potential use of 
biological and chemical agents.20 Berg inquired about ethical and scien-
tific aspects of biological experiments involving deadly pathogens. Pol-
lack and Berg then agreed to convene a conference where scientists could 
address any potential biological hazards of introducing SV40 and other 
tumor virus oncogenes as recombinant DNA into bacterial and mam-
malian cells. Berg also voluntarily imposed a temporary moratorium on 
both Jackson’s plan to introduce bacterial- SV40 hybrid DNA into mam-
malian cells and Mertz’s plan to introduce λdvgal- SV40 hybrid DNA into 
E. coli. In late 1973, Mandel, who had just shifted his research to cancer 
biology at University of Hawaii, requested materials necessary for the in-
troduction of λdvgal- SV40 hybrid DNA into E. coli for his investigation 
of SV40’s genetic regulation and its tumorigenesis. In response, Berg ac-
knowledged the feasibility of such attempts, but noted that he was not 
able to provide such materials, pointing to serious safety concerns: “As 
you know we have been capable of reintroducing the λdvgal- SV40 hybrid 
DNA back into E. coli to ask the same questions you [would like to]. But 
we decided more than two years ago to hold off for the same safety con-
siderations you’ve undoubtedly thought of. For the present I think it’s bet-
ter that way.”21 This self- imposed moratorium on cloning involving tumor 
viruses in Berg’s laboratory, predating the official government guidelines 
for use of recombinant DNAs, continued until the National Institutes of 
Health (NIH) guidelines finally permitted it in 1979.22
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Biohazards and Shifts in Experiment Strategies

While Jackson moved to the University of Michigan for a new faculty 
position in early 1972, Mertz needed a new direction for her dissertation 
research, since members of Berg’s laboratory had collectively agreed to 
a moratorium on inserting tumor- inducing SV40 recombinant DNA into 
E. coli. She believed that various forms of SV40 DNA, possibly includ-
ing her λdvgal- SV40 recombinant DNA, might replicate and express at 
least some of their genetic properties inside mammalian and E. coli cells. 
Mertz suspected that the host cells might regenerate circular DNA from 
other forms, making the host carry cancer- inducing genes. Instead, Mertz 
tried to see whether she could replicate and express recombinant DNA 
genes across species without using tumor- inducing animal viruses for bio-
safety. In fact, she performed a series of experiments to see whether she 
could put bacteriophage λ into human cells; she wondered whether λ with 
a naturally linked lactose gene from E. coli, coding for the utilization of 
another sugar, could be used to express the lactose gene in a mammalian 
host cell. For this endeavor, Mertz relied on recently published work by 
scientists on phage- mediated gene expression in human cells.23 She wrote 
in her laboratory notebook that she was interested in finding out whether 
these bacterial genes carried by the phage λ DNA could be expressed in-
side human cells. To run this experiment, she used another calcium chlo-
ride technique, one that had worked for inserting SV40 DNA into mam-
malian cells; she hoped to see whether the technique could be used for 
phage λ DNA as well.24 In the end, this strategy did not progress rapidly, 
whereas other feasible approaches were developed.

During their self- imposed moratorium, the Berg group as a whole had 
to shift to another strategy in order to illuminate the genetic expression 
and regulation of animal tumor viruses.25 During the fall of 1971, they 
devised an approach that combined biochemical analysis of tumor virus 
mutants in mammalian cell experimental systems with genetic mapping. 
One class of mutants that Berg had regarded as promising was the natu-
rally arising deletion and substitution mutants of polyoma and SV40 vi-
ruses, some of whose DNA sequences were deleted or substituted during 
rapid viral replication. He had already proposed this molecular genetic 
approach to SV40 in 1970, suggesting that, if viral mutants expressed their 
phenotypes in certain conditions, such as high temperatures, they could 
be employed as a biochemical marker that would illuminate the complex 
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biological functions of viral genes.26 Moreover, if the various genetic ele-
ments of viral mutants could be identified and arranged on the genome of 
animal viruses, the genetic map could be linked to their biochemical prop-
erties, including their functions and RNA products. Thus, the combined 
use of genetic and biochemical analysis could help decipher the mecha-
nism of viral tumorigenesis and other viral regulatory phenomena.

With Berg’s graduate students, Mertz and John Morrow, the deletion 
and substitution mutant project became the new focus of Berg’s labora-
tory. Morrow, who had already taken a lead in this work, decided to find 
viral mutants that were deficient in various functions. These mutants were 
often produced by the deletion of viral DNA during rapid virus multipli-
cation. If deleted portions were not functionally critical, or if they could 
be grown by complementation with a helper virus, then these viral mu-
tants could be used to infect cells to study their properties, and to see 
whether they transformed the infected cells into cancerous ones. Using 
these alternative methods, Morrow and Mertz could analyze viral genes 
and their functions. Significantly, the position of each deletion in the virus 
mutants could be located by electron microscopy (the deletion appeared 
as a loop of single- stranded DNA in the duplex DNA when hybridized 
with wild- type [normal] virus DNA). Thus, deletion mutants would enable 
Morrow and Mertz to construct a genetic map of the viral genome, even if 
they could not clone them in bacteria.

For this deletion mutant– mapping project, Morrow obtained restric-
tion enzymes from several scientists that could cut DNA molecules into 
pieces. These enzymes became a promising tool for molecular analysis 
after 1969 when the Johns Hopkins microbiologist Hamilton Smith iso-
lated one that could cut DNA only at specific sites.27 One of the scientists 
who provided critical restriction enzymes to Morrow was Herbert Boyer, 
a biochemist at UCSF. Boyer, who had studied the properties of restric-
tion enzymes in the modification of foreign DNA in bacteria, had isolated 
EcoRI (an endonuclease enzyme coded for the resistance transfer fac-
tor, RTFI). From the late 1960s, restriction enzymes became a significant 
tool for dissecting small genomes of bacteriophages and viruses, such as 
λ and SV40, because of their exclusive recognition capacities.28 Morrow 
wanted to know whether this enzyme could cut SV40 DNA in a specific 
way. If so, then he could obtain a high- resolution physical and genetic map 
of SV40 DNA, expanding on the earlier studies of the Johns Hopkins sci-
entists, especially those of Daniel Nathans and his colleagues.29 Initially, 
Morrow found some of these restriction enzymes rather useless because 
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they seemed to cut SV40 randomly. However, he soon found that one par-
ticular restriction enzyme, EcoRI, which had been purified by Boyer, cut 
SV40 at one unique site in the genome. Morrow undertook a SV40 map-
ping project by using the EcoRI cut on the SV40 chromosome as a refer-
ence point from which to measure the relative locations of SV40 genes.30

At the same time, Mertz designed a set of experiments to see whether 
various SV40 DNA segments (topological forms) generated by EcoRI 
could be expressed either in E. coli or monkey cells. Mertz’s attempt to 
assay the biological functions of these SV40 DNA segments was inspired 
by the Caltech molecular biologist Robert L. Sinsheimer; his pathbreak-
ing work had examined the biological infectivity of single- stranded DNAs 
from φX174 phage.31 If Mertz found a way to express various forms of SV40 
DNA, then their biological functions could be linked to Morrow’s physical 
map, providing a useful guide toward understanding SV40’s role in tumori-
genesis. In the winter of 1971– 72, Mertz performed a series of experiments 
aimed at examining the infectivity and gene expression of various topo-
logical forms of SV40 DNA, including double- stranded, supercoiled DNA 
(the form present in the SV40 virion particle); double- stranded, nicked, 
circular DNA; double- stranded, linear DNAs (produced by cleavage with 
different enzymes including EcoRI); and single- stranded, circular DNA.

To her surprise, she repeatedly found that SV40 DNA molecules that 
had been linearized by cleavage with EcoRI restriction endonuclease 
were quite infectious, producing the virus that contained the usual circu-
lar DNA genome with its EcoRI site intact. No matter how well she puri-
fied this linear DNA to make sure it was not contaminated with circular 
DNA, which exhibits infectivity, it was still infectious and looked just like 
wild- type circular DNA when recovered from the monkey cells. EcoRI- 
cut λdvgal- 120 behaved similarly when put into E. coli.32 These findings 
reminded her of phage λ that infects E. coli as a double- stranded linear 
DNA containing sticky (or cohesive) ends; once inside the host cell, these 
ends anneal and are joined together with an enzyme, called DNA ligase, 
to form chemically (or covalently) closed, double- stranded, circular DNA 
molecules. To test whether her EcoRI- cut SV40 linear DNA also had 
sticky ends that were being joined back together once inside the mon-
key cells, Mertz obtained some E. coli DNA ligase from Paul Modrich, 
another graduate student in the Stanford Biochemistry Department; he 
had purified DNA ligase for part of his thesis research under his advisor, 
I. Robert Lehman. She incubated her SV40 DNA that had been linear-
ized with EcoRI together with this DNA ligase.
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Ronald Davis, a newly hired assistant professor in the Stanford Bio-
chemistry Department, suggested to Mertz that he could examine the 
structure of these linear SV40 DNA molecules treated with DNA ligase 
with electron microscopy. She examined its structure versus the structure 
of the same DNA preparation that had not been incubated with the li-
gase. She observed that, while less than 0.1 percent of the starting mate-
rial was circular DNA, approximately 95 percent of the DNA treated with 
DNA ligase had become covalently closed circular DNA. Working to-
gether, Davis and Mertz showed in May 1972 that EcoRI- cut linear SV40 
DNA had sticky ends that could be bonded together in vitro by incubat-
ing them at refrigerator temperature. They then used this newfound 
knowledge to demonstrate, by using SV40 and λdvgal- 120 DNA, that one 
could quite easily generate recombinant DNA molecules by simply cut-
ting the two different DNAs with EcoRI and then incubating them to-
gether in the presence of DNA ligase. Mertz and Davis underscored this 
breakthrough, claiming “any two DNAs with RI endonuclease [EcoRI] 
cleavage sites can be ‘recombined’ at their restriction sites by the sequen-
tial action of RI endonuclease and DNA ligase.”33 Indeed, EcoRI’s ability 
to generate sticky ends on DNAs vastly simplified the synthesis of recom-
binant DNA molecules.

Aborted Cloning

The discovery that EcoRI could generate sticky ends brought about a sig-
nificant change by which one could perform genetic manipulations. With 
this new tool for recombinant DNA experiments, and encouraged by her 
successful infectivity experiments with EcoRI- cut SV40 and λdvgal- 120 
DNAs, Mertz proceeded with her original plan, but without actually in-
serting tumor- inducing genes into E. coli, because of the moratorium (see 
figure 3.2).

Since her aim was to make λdvgal- SV40 hybrid DNA capable of repli-
cating inside E. coli, Mertz generated rather long polymeric λdvgal- SV40 
DNAs; these would insure that the phage λ gene (O gene) needed for 
replication of the plasmid in E. coli would be intact. Thus, she performed 
the ligation reaction using a high DNA concentration so that most of 
the DNA would contain both SV40 and two or more head- to- tail cop-
ies of λdvgal- 120 molecules. She suspected that most of this long chain 
of λdvgal- SV40 hybrid DNA, with its intact replication gene, could rep-
licate inside bacteria.34 Mertz mixed together the SV40 and λdvgal DNA 
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cut with EcoRI and added DNA ligase to seal the annealed ends. As the 
data in figure 6 of her published article indicate, “65% of the mass [of 
the ligated recombinant DNAs] was contained in molecules averaging 7.7 
SV40 DNA equivalents in length.”35 Since a recombinant molecule con-
sisting of two copies of λdvgal- 120 and one copy of SV40 would be about 
5.6 SV40 DNA lengths in size, many of the ligated DNA molecules in 
her preparation probably contained two or more head- to- tail copies of 
λdvgal- 120, together with one or more copies of SV40 (see figure 3.3). In 
other words, they probably included recombinant DNAs containing SV40 
that would have been able to replicate in E. coli. Later, when evaluating 
Cohen and Boyer’s recombinant DNA patent application, US Patent and 

figure 3.2. Janet E. Mertz, “Test for Hybrid Formation,” Laboratory Notebook, May 1972. 
Janet E. Mertz Papers, Personal Collections, University of Wisconsin, Madison. Reprinted by 
permission from Janet E. Mertz.



figure 3.3. Janet E. Mertz’s hybrid SV40–  λdvgal- 120 DNA segments. These graphs demon-
strate the covalent joining of λdvgal- 120 (●−●) and SV40 DNA (○−○) to produce DNA mole-
cules shown in bottom panel B; their densities are approximately midway between whose of 
the SV40 and λdvgal- 120 DNA shown in top panel A. Examination by electron microscopy 
of the lengths of the hybrid DNA indicated the likelihood that many contained two or more 
head- to- tail copies of λdvgal- 120, together with one or more copies of SV40. Image from 
Janet E. Mertz and Ronald W. Davis, “Cleavage of DNA by RI Restriction Endonuclease 
Generates Cohesive Ends,” Proceedings of the National Academy of Sciences, USA 69 (1972): 
3371. Reprinted by permission from Janet E. Mertz.
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Trademark Office examiner Alvin E. Tanenholtz pointed out that the lon-
ger chain of λdv polymers could be used for cloning SV40 DNAs.

Mertz presented her data on the construction of polymeric λdvgal- SV40 
recombinant DNA in a talk at the Cold Spring Harbor meeting on tumor 
viruses in August 1972; she suggested that her chimeric DNAs containing 
SV40 and λdvgal would have been able to replicate in E. coli.36 Although 
she had successfully created long λdvgal- SV40 hybrids using EcoRI, she 
did not actually introduce this recombinant plasmid DNA into E. coli be-
cause of the voluntary moratorium in Berg’s laboratory. When someone in 
the audience asked her what she did with this recombinant DNA, Mertz 
responded that she autoclaved it due to biosafety concerns.37 Neverthe-
less, her experiment was a significant step toward gene cloning. Her re-
sults provoked more concerns about public health risks involving recom-
binant DNA research because many scientists could now easily make 
chimeric DNA, not just the few biochemists such as Lobban and Jackson 
who had access to the numerous enzymes needed to create recombinant 
DNAs by synthesizing cohesive ends.

With many scientists alarmed by this series of rapid advances in re-
combinant DNA research, Berg, along with other prominent scientists 
and government officials, convened a meeting in January 1973 at the Asi-
lomar Conference Center in California. At the conference, they specifi-
cally discussed potential public health risks and laboratory safety proce-
dures of recombinant DNA research involving tumor- inducing viruses.38 
This so- called Asilomar I conference was held about two years before the 
much publicized Asilomar II (February 1975) conference; the second con-
ference officially called for a research moratorium on recombinant DNA 
experiments involving tumor viruses.39 In his concluding remarks at the 
Asilomar I conference, Berg called for “caution and some serious effort 
to define the limits of whatever potential hazards exist.”40 He continued: 
“to do less, it seems to me, is to play Russian roulette, not only with our 
own health, but also with the welfare of those who are less sophisticated 
in these matters and who depend on our judgment for their own safety.”41 
In the end, Mertz was distressed by her inability to move forward with her 
recombinant DNA– cloning experiment.42

Recombinant DNA in Transit

At the same time, Mertz’s discovery of the cohesive nature of DNA ends 
made by EcoRI expanded the possibilities for recombinant DNA exper-
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imental procedures. Before EcoRI, the process of making recombinant 
DNA was very technically demanding, and enzymes necessary for recom-
binant DNA procedures, such as terminal transferase, were difficult to ob-
tain. EcoRI did indeed provide a simple and straightforward technology 
for scientists to combine genes and use them for molecular studies. As 
Berg wrote to one of his collaborators in England: “We can show experi-
mentally that any two DNA molecules having ends produced by RI endo-
nuclease can be covalently joined. In other words the ability to construct 
molecular hybrids is enormously extended.”43

Above all, the discovery of EcoRI’s property to produce the cohesive 
ends for combining DNAs enabled other researchers to participate in the 
use and development of recombinant DNA research, especially those 
who had formed and sustained the research network around the Stan-
ford Biochemistry Department and beyond. Moreover, by the fall of 1972 
and into early 1973, many molecular biologists, such as MIT’s Philip A. 
Sharp who had organized the 1972 tumor virus meeting, learned about 
Mertz’s aborted recombinant DNA– cloning experiment through public 
discussions regarding recombinant DNA risks.44 As a young graduate stu-
dent, Mertz was put into a situation where potential competition on gene 
cloning could arise quickly: on the one hand, EcoRI could be easily em-
ployed to produce recombinant DNA beyond Berg’s laboratory; on the 
other hand, the research moratorium on recombinant DNA experiments 
involving tumor viruses that was initially self- imposed by those in Berg’s 
laboratory provided an opportunity for other scientists to produce recom-
binant DNA with nonviral materials for gene cloning.

As scientists who participated in the research network surrounding 
Stanford biochemists became keenly interested in recombinant DNA 
technologies for their own research, Mertz became increasingly con-
cerned about Berg’s frequent disclosure of her experimental protocols. In 
late 1971, she discovered that Stanley Cohen of the Department of Medi-
cine at Stanford, who frequently interacted with some members of the 
Biochemistry Department, particularly those of Kaiser’s group, was de-
veloping a technique for introducing his plasmid DNAs back into bacteria 
using a modified calcium chloride treatment of the cells.45 Mertz had suc-
ceeded in introducing circular λdv plasmids in early 1971, before Cohen 
succeeded in inserting plasmids into E. coli. At one level, Berg’s openness 
to discuss his group’s experimental and technical activities might have 
been a diplomatic and calculated means to gain access to scientific and 
technical advances made by other groups. From the perspective of a grad-
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uate student who needed scientific priority for securing credit, however, 
reciprocity might not have been a very affordable strategy. In a letter to 
Francis Crick in 1973, Berg acknowledged this risky dimension of scien-
tific openness:

I have had to battle my students and fellows over the issue of whether I talk 

too freely about ideas and experiments in progress . . . In my view science is not 

worth doing if secrecy, suspicion and back- biting are rules of the game. Con-

sequently I refuse to accede to the practice of too many others— silence until 

published; even though on several occasions that degree of openness has come 

back to haunt and embarrass me.46

Though Berg wrote in general terms, scientists in Berg’s laboratory, es-
pecially Mertz, later came to observe that their openness in scientific ex-
change required a delicate balance of also asserting one’s own accom-
plishments to insure due scientific credit.

Cohen and the First Cloning of Recombinant DNA

A series of recombinant DNA– cloning experiments by the Stanford ge-
neticist Stanley Cohen and the UCSF biochemist Herbert Boyer emerged 
from a dense configuration of findings, techniques, and exchanges in the 
early network of recombinant DNA research revolving around Stanford 
biochemists. Cohen, who interacted closely with members of the Stanford 
Biochemistry Department, was one of the new participants in recombi-
nant DNA research. He had been appointed assistant professor in the De-
partment of Medicine at the Medical School in 1968 for his work on drug 
resistance in bacteria. Cohen’s laboratory was located close to the labora-
tories of biochemists at the Stanford Medical School. Since Cohen’s mo-
lecular biological approach was rather unfamiliar to other members of the 
Department of Medicine, he began to interact with Stanford biochemists, 
participating in their seminars and using their centrifuges and other appa-
ratus.47 Cohen’s close relationship with these biochemists was not only be-
cause of his research interest in bacterial plasmids but also partly because 
of his “family” relationship with Kornberg’s early research group. Cohen 
had been a postdoctoral fellow with Jerald Hurwitz, who had previously 
worked in Kornberg’s Microbiology Department at Washington Univer-
sity in St. Louis in the mid- 1950s.48
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Cohen’s physical and intellectual proximity to Stanford biochemists 
was critical to the transformation of plasmids into experimental tools.49 
As scientists became able to distinguish genes that code for replication 
from those that code for antibiotic resistance, the search for genes in bac-
terial plasmids that coded for drug resistance emerged in the 1960s as im-
portant to medical and pharmacological research. Following this line of 
research, Cohen was working since the mid- 1960s on the isolation and 
characterization of plasmid genes that conferred drug resistance to the 
host microbe. When he first moved to Stanford, he decided to examine 
 R- factors, the intracellular genetic elements of bacteria that transfer 
drug- resistant markers to other bacteria. His intention was to link specific 
drug- resistant genes with particular segments of R- factor DNA, thereby 
probing the molecular nature of R- factors and their replication and tran-
scription mechanisms. Through the isolation of R- factor DNA segments, 
Cohen hoped to study their genetic properties and find ways to repress 
their drug- resistant properties.50

In his attempt to introduce a circular plasmid into bacterial cells, 
Cohen frequently interacted with Stanford biochemists, especially Peter 
Lobban. He knew members of Kaiser’s group had developed a calcium 
chloride technique to introduce linear λ DNA into the host cell. Mertz 
had already used a modified version of this technique to introduce the cir-
cular plasmid (λdvgal- 120) into E. coli for her research project. Likewise, 
by adopting a variant of this calcium chloride technique, Cohen intended 
to introduce physically sheared plasmid DNA into bacteria to locate 
drug- resistant genes and investigate their properties. By the time Cohen 
began these experiments, Mertz had also developed her variant of the cal-
cium chloride technique to insert purified plasmid DNA, as well as linear 
phage DNA, into E. coli.51 Cohen and his undergraduate student, Les-
lie Hsu, likewise appropriated a variant of the Mandel and Higa calcium 
chloride technique so that he could introduce nonviral DNA— especially 
purified plasmid DNA— into E. coli.52

Cohen was well aware that Stanford biochemists had succeeded in 
joining DNA molecules, and he wanted to adopt recombinant DNA tech-
nology for his plasmid gene- mapping research. More importantly, the im-
plication of recombinant DNA techniques was fairly well known: if these 
molecules could be replicated and expressed inside the host cell, as Lob-
ban foresaw, useful gene products would be produced in mass quantity. At 
that time, Mertz wanted to clone recombinant DNA molecules in order to 
explore the molecular biology of eukaryotic cells and tumorigenesis. Her 
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aborted gene- cloning experiment made scientists that much more aware 
of the broader potential of gene cloning through the combined use of re-
combinant DNA molecules and the calcium chloride technique.

Cohen recognized the potential of this recombinant DNA cloning 
technique for his plasmid research. At a scientific conference in Hono-
lulu, Hawaii, in November 1972, Boyer mentioned to him the Mertz and 
Davis technique that had just been published for easily making recom-
binant DNA using EcoRI and DNA ligase. Cohen had already deter-
mined that EcoRI would cleave his large antibiotic- resistance plasmids 
into fragments that could be analyzed for their drug- resistance properties. 
Cohen thus reasoned that smaller plasmid DNA segments might contain 
intact genes (either for conferring drug- resistance properties or for repli-
cation) that could be inserted and expressed in calcium chloride– treated 
E. coli bacteria. If he could combine DNA segments containing intact 
drug- resistance genes with ones containing the genes for plasmid repli-
cation, Cohen believed that he could use plasmids as a vector to trans-
port these drug- resistance genes. These recombinant DNA plasmids could 
be introduced into E. coli using his calcium chloride method, whereby 
the genes propagated inside the bacteria host would express their genetic 
properties. When the Stanford microbiologist Stanley Falkow later wrote 
a supporting letter to confirm the conception of recombinant DNA clon-
ing technology by Cohen and Boyer, he testified before the US Patent 
and Trademark Office that he had been “present when Stanley Cohen 
and Herbert Boyer discussed their idea for a collaboration.” Falkow also 
wrote: “The idea was to introduce foreign DNA into a plasmid having an 
antibiotic marker and introduce the resulting hybrid DNA into a bacte-
rial host to see if the hybrid plasmid would be biologically functional.”53

Cohen and Boyer’s close interactions and exchanges with Stanford 
biochemists regarding recombinant DNA research inspired their collab-
oration for their gene- cloning experiment. It was at the Hawaii meeting 
where Cohen seized the opportunity to assemble a repertoire of experi-
mental techniques to build a system for cloning DNA molecules. Cohen 
discussed with Boyer how he was able to transform the genetic properties 
of bacteria by inserting plasmid DNA using E. coli treated with the cal-
cium chloride technique, a technique developed from his exchanges with 
Stanford biochemists. As Falkow later recollected, “Boyer then repeated 
Janet Mertz’s observation about ‘sticky’ DNA ends and some of the work 
that Peter Lobb[an] was doing with P22 phage in Dale Kaiser’s lab to 
form enzymatic joining of DNA molecules.”54 Boyer also mentioned his 
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recently published sequencing of the sticky ends produced by cutting 
DNA with EcoRI enzyme. The usefulness of EcoRI in mapping SV40 had 
already led to Mertz’s unexpected discovery of its property to make sticky 
ends for producing recombinant DNA molecules. Cohen then proposed 
the collaboration with Boyer, whose lab had become a major source of 
EcoRI and enzymological expertise.

Cohen and Boyer swiftly cooperated to use EcoRI to make recom-
binant DNA molecules, beginning with Cohen’s drug- resistant plasmids. 
Cohen isolated the large antibiotic plasmid R6– 5, and Annie Chang, a 
technician in Cohen’s lab who lived in San Francisco, transported it to 
the Boyer lab at UCSF (figure 3.4). Boyer then cleaved the purified DNA 
of the plasmid R6– 5 into multiple DNA fragments with EcoRI in order 
to generate plasmids like pSC101 and pSC102. EcoRI- cut pSC101 and 
pSC102 were mixed together and then treated with DNA ligase; since 
EcoRI cuts leave sticky ends, the DNA fragments from separate plasmids 
were fused together to produce recombinant DNA molecules. Boyer re-
turned them to Cohen’s lab at Stanford. If DNA segments carrying dif-
ferent drug- resistance genes could be fused, Cohen suspected he could 
determine whether the hybrid DNA was biologically functional by treat-
ing the E. coli host cells with the different antibiotics. Plasmid pSC102, 
which carried the gene for resistance to the antibiotic kanamycin, was 
spliced to plasmid pSC101, which was resistant to the antibiotic tetracy-
cline. Cohen put this recombinant plasmid (the pSC105 replicon, which 
included pSC101 and pSC102 fragments) into bacteria through the cal-
cium chloride treatment. The transformed host bacteria carrying the hy-
brid plasmid exhibited drug- resistance properties in response to both tet-
racycline and kanamycin. By March 1973, just a few months after their 
collaboration, Cohen and Boyer were able to demonstrate experimentally 
that genes from the same prokaryotic species joined together in a test 
tube could be propagated and expressed in the host bacteria.55 This gene- 
cloning experiment was the first demonstrating that recombinant DNA 
molecules could be replicated and cloned inside a bacterial host.

The striking news of the first intraspecies cloning was first publicly 
announced by Boyer at the Nucleic Acids Gordon Conference held 
June 11– 15, 1973. While the possibility of propagating recombinant DNA 
inside bacterial cells had been anticipated, and even feared by some sci-
entists, Cohen and Boyer’s 1973 experiment was the first concrete dem-
onstration of the cloning of recombinant genes that had been combined 
in vitro. Moreover, the simplicity of their procedures in producing and 
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 transferring recombinant DNA, along with their use of drug- resistance 
genes, made fellow scientists realize that the public health risk associated 
with recombinant DNA research had to be discussed at an even more 
comprehensive level than discussed at the previous Asimolar I confer-
ence held five months earlier. The Gordon conference’s two chairs, Max-

figure 3.4. Stanley N. Cohen and Annie Chang, ca. 1975. Reprinted by permission from Stan-
ley N. Cohen.
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ine Singer of the NIH and Dieter Söll of Yale University, proposed that 
the National Academy of Sciences establish a committee to review the 
risks involving recombinant DNA research using plasmids and animal vi-
ruses.56 Singer and Söll subsequently invited Berg, who had previously led 
similar biosafety discussions involving recombinant DNA (at Asilomar I) 
to chair the committee.

Meanwhile, those who were familiar with recent progress in recombi-
nant DNA research in the Bay Area were excited about the availability 
of a new vector for gene transfer that would be easier to use than λdvgal. 
Through his demonstration of intraspecies gene cloning, Cohen showed 
that his small plasmid, that is, pSC101, could serve as a cloning vector that 
would enable the expression of hybrid genes in the host cell without dis-
rupting its replication gene; it was also more convenient to use for select-
ing the transformed bacterial host cell, which conferred a drug- resistance 
property to the host cell when the host took up recombinant DNA con-
taining the drug- resistance gene. Only the transformed host cells could 
survive (all the other cells would die) after applying an antibiotic, making 
the selection of transformed colonies simple.57 Indeed, the pSC101 plas-
mid provided the first practical cloning vector for use in replicating re-
combinant DNA molecules in E. coli, providing Cohen an enormous ad-
vantage in the field of recombinant DNA research and technology. He 
established his priority on the first intraspecies cloning, and his plasmid 
system provided a solid experimental platform through which one could 
clone interspecies and foreign species gene.

Plasmids and the Reshaping of the Recombinant DNA Network

The exchange and collaboration among scientists at Stanford and UCSF 
on experiments that ultimately led to gene cloning benefitted from a 
moral economy of science that encouraged local sharing of materials, 
tools, and ideas at the network of early recombinant DNA research cen-
tered on Stanford biochemists. Enlightened self- interest, accompanied by 
the rhetoric of scientific openness, facilitated scientific and technical ex-
change and collaboration. At the practical level, this moral economy was 
based on needs to access research materials, unpublished scientific infor-
mation, and technical know- how for the productivity of research. Mertz, 
for example, benefitted from her access to Boyer’s EcoRI enzyme, and 
her discovery of EcoRI’s ability to make sticky ends in turn enabled other 
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researchers to participate in the burgeoning field of recombinant DNA 
research. Stanford biochemists’ help in implementing the calcium chlo-
ride method of Mandel and Higa provided a new opportunity in plasmid 
research for Cohen.

The moratorium in Berg’s laboratory on recombinant DNA research 
with tumor viruses created an uncertain environment, while the local cir-
culation of materials and ideas provided an opening to latecomers in the 
recombinant DNA field, especially for those who used biological mate-
rials not involved with risky tumor viruses. Cohen’s subsequent collabo-
ration with Boyer exhibited his opportunistic adoption of recombinant 
DNA techniques for plasmid gene mapping and cloning. As newcomers 
in recombinant DNA research, Cohen and Boyer’s gene- cloning attempt 
was yet to be under scrutiny from fellow scientists and the public. In addi-
tion, their experiment did not involve cancer- causing viruses, the then 
focus of biohazard concerns with regard to recombinant DNA research, 
and they claimed that they did not use too dangerous drug- resistant bac-
terial strains, such as streptococci and pneumococci, that are resistant 
to widely used drugs like penicillin They, however, soon cloned a drug- 
resistance gene from Staphylococcus aureus bacteria, whose infections 
cause difficult- to- treat infections in humans, leading to a major clinical 
problem later.58 At a time when the potential benefit and harm of recom-
binant DNA technology for genetic engineering were being pondered 
and discussed, Cohen further insisted that it would be ultimately impos-
sible to ensure absolute zero risk in every genetic recombination, and 
the risk of recombinant DNA research should be assessed with regard 
to its potential benefit to medicine and agriculture. Cohen characterized 
those who raised serious biohazard concerns involving recombinant DNA 
technology as “a horde of publicists— most poorly informed, some well- 
meaning, some self- serving.”59 Through a remarkably successful collabo-
ration, mediated through the circulation of plasmids and EcoRI, Cohen 
and Boyer quickly assembled a productive repertoire of techniques and 
materials for their gene- cloning work.

Thus, by early 1973, Stanford biochemists did not have a monopoly on 
recombinant DNA techniques; shared tools, materials, and ideas also en-
couraged experimental work elsewhere. The researchers then operated 
within a competitive environment in which scientists opportunistically 
forged alliances with each other. Morrow’s subsequent collaboration with 
Cohen and Boyer illustrates how scientists formed a collaborative net-
work to access each other’s materials in the race to clone a eukaryotic 
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gene. After Cohen and Boyer’s bacterial gene- cloning experiment had 
been proven to be successful, the pSC101 plasmid emerged as the opti-
mum vector to use for cloning genes with recombinant DNA technology. 
Cohen now did his best to take advantage of his possession of pSC101, 
strategically mobilizing his unique gene transfer vector to gain access to 
other valuable research materials and to solicit collaboration. As a result, 
the Cohen lab became an almost obligatory rite of passage for researchers 
interested in gene cloning; this shifted the central node of recombinant 
DNA research away from the Biochemistry Department toward Cohen’s 
laboratory in the Genetics Department.60

One prime example was Cohen and Boyer’s collaboration with John 
Morrow. Morrow, who frequently communicated with Boyer on his SV40 
mapping project with EcoRI in Berg’s lab, learned about the first success-
ful intraspecies gene cloning using pSC101 in early 1973. Morrow recog-
nized that Cohen and Boyer’s cloning of genes from the same bacterial 
species presented an exciting opportunity to attempt the cloning of for-
eign genes, as his advisor initially had envisioned for SV40 research. Im-
mediately after Boyer’s Gordon Conference presentation in June 1973, 
where Boyer first publicly disclosed such experimental success, Morrow 
discussed a potential collaboration with him. Although no one had yet de-
veloped a general technique to isolate genes from eukaryotic organisms, 
Morrow had in his possession frog ribosomal DNA. Morrow was finishing 
his dissertation on SV40 mapping at Berg’s laboratory and had already 
decided to work as a postdoctoral fellow in Donald Brown’s laboratory. 
Brown’s lab in the Carnegie Institution’s Department of Embryology, lo-
cated in Baltimore, was at the forefront of investigating eukaryotic gene 
expression and was using one of the earliest isolated eukaryotic genes— 
ribosomal DNA from the African frog, Xenopus laevis. Because of the ri-
bosomal DNA’s unusual buoyancy, Brown was able to isolate the DNA 
using centrifugation; he had already investigated the DNA’s expression 
and developmental processes by inserting the DNA into embryos.61 Mor-
row proposed to clone the Xenopus ribosomal DNA, using recombinant 
DNA technology, for his investigation of genetic expression in eukaryotes.

Morrow was acutely aware of Mertz’s frustration with not being 
able to proceed with her SV40 recombinant DNA– cloning experiment; 
to avoid a similar restriction, he thought that Xenopus ribosomal DNA 
would be a useful eukaryotic gene for molecular cloning since few were 
likely to ask questions about biosafety. He also believed that the Cohen- 
Boyer plasmid experimental system would provide a more feasible and 
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efficient platform for the cloning of recombinant DNAs than Mertz’s 
λdvgal system; the latter lacked the selective power of a drug- resistance 
gene and required creation of long- chain DNA to regenerate replication 
genes. Thus, instead of collaborating with Mertz in his own laboratory, 
Morrow approached Boyer. Morrow suggested that he and Boyer could 
go beyond intraspecies gene cloning by introducing ribosomal genes from 
Xenopus laevis. Boyer indicated that he would like to try the eukaryotic 
gene- cloning experiment, even though at that time nobody knew whether 
genes introduced from different species could be replicated or expressed. 
Shortly thereafter, Boyer and Morrow invited Cohen to join them in this 
collaboration so they could use his pSC101 plasmid and also benefit from 
the outstanding help of Cohen’s technician, Annie Chang.

With Morrow’s Xenopus ribosomal DNA, Cohen’s pSC101 plasmid, 
and Boyer’s EcoRI enzyme, they had in hand all the reagents needed to 
clone eukaryotic genes. Since Cohen and Boyer’s first recombinant DNA– 
cloning experiment was limited to the replication of DNA fragments from 
the same species, the Xenopus cloning experiment, if successful, would be 
the first demonstration of cloning animal cell genes in bacteria. By Octo-
ber 1973, they showed that recombinant DNA consisting of the plasmid 
pSC101 and the frog’s ribosomal DNA could be introduced into bacteria 
and then replicate (figure 3.5). Importantly, they also demonstrated that 
the Xenopus DNA was transcribed into RNA, suggesting that it might, 
indeed, be possible to clone eukaryotic genes and thereby manufacture 
their products through genetic engineering.62

Around the same time, Cohen embarked on an interspecies gene- 
cloning project, this one involving two different bacterial species. Begin-
ning in late June 1973, Cohen and Chang began to extract plasmid DNA 
encoding drug resistance from the bacterium, Staphylococcus aureus 
(Staph).63 He intended to produce the recombinant E. coli– Staph plasmid 
to see whether genes from a different bacterium species could be repli-
cated and expressed in E. coli.64 Both of these interspecies gene- cloning 
experiments, one using eukaryote genes and another using prokaryote 
genes, were performed concurrently from June 1973 to October 1973. 
These two experiments occurring in the same time period contributed to 
the controversy over the priority for foreign gene cloning. As Morrow 
recollects:

I first learned of the Staphylococcus aureus– E. coli chimeric DNAs verbally 

from Stan[ley] Cohen at his laboratory AFTER the success of the Xenopus 
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frog– E. coli cloning was clear, but not submitted for publication. This was long 

after the June, 1973 Gordon Conference. Stan Cohen said he and Annie Chang 

needed to complete the Staph. aureus paper immediately, because it would not 

be of general interest after the Xenopus– E. coli paper was published. I still re-

member it, because I was surprised by this parallel effort that Stanley Cohen 

and Annie Chang were working on. Our joint Xenopus– E. coli project had 

higher priority in my eyes, and I viewed the Staph. aureus– E. coli work as an in-

terfering matter that might allow another group to achieve priority. Stan Cohen 

figure 3.5. Transcription of the eukaryotic gene. Electron micrograph of Xenopus laevis ri-
bosomal DNA and pSC101 plasmid DNA molecules. Arrow (B) shows X. laevis ribosomal 
DNA strand hybridized with molecules of pSC101 DNA. Image from John F. Morrow, Stan-
ley N. Cohen, Annie Chang, Herbert W. Boyer, Howard M. Goodman, and Robert B. Helling, 
“Replication and Transcription of Eukaryotic DNA in Escherichia coli,” Proceedings of the 
National Academy of Sciences of the USA, 71 (1974): 1746. Reprinted by permission from 
Stanley N. Cohen.
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did not agree with me, and he did not allow Annie Chang to spend more effort 

on the Xenopus project, as I requested.65

In the end, Cohen’s Staph article was published in April 1974, one 
month prior to the Xenopus article, even though Morrow had already pre-
sented a formal talk to the Biochemistry Department about the success-
ful cloning of Xenopus DNA in the previous fall. By doing so rather than 
publishing the two articles concurrently, it provided Cohen with the op-
portunity to claim scientific priority in foreign gene cloning. While Mor-
row was rather dismayed by this incident, his contribution was highly rec-
ognized by the scientific community, earning him a tenure- track position 
at Harvard University (Mertz also was offered tenure- track positions at 
prominent universities, such as Harvard, Yale, University of California, 
Berkeley, and University of Wisconsin, Madison). Morrow’s dispute with 
Cohen later erupted more intensely when Stanford University filed a 
patent application on recombinant DNA cloning technology identifying 
Cohen and Boyer as the sole inventors, while including the Morrow et al. 
paper in the patent application.

Conclusion

This chapter has analyzed the development of recombinant DNA– 
cloning technology as ideas, tools, and research materials circulated 
through the early research network revolved around Stanford biochem-
ists. This account offers an alternative narrative to the popular genetic en-
gineering story, one that highlights the close interactions among Stanley 
Cohen, Herbert Boyer, several Stanford biochemists, and their collabora-
tors. After the initial synthesis of recombinant DNA molecules by Stan-
ford biochemists, including Paul Berg and Peter Lobban, the university’s 
Biochemistry Department had emerged as a center of recombinant DNA 
research. At a time when scientists began to shift their focus toward more 
medically relevant subjects, such as the biology of higher organisms, can-
cer, and other disease- oriented and drug- related research, recombinant 
DNA technology seemed to provide a breakthrough.

Initially, only Stanford biochemists seemed to have enough technical 
and material resources to make recombinant DNA molecules; scientists 
needed access to half a dozen different enzymes and complex and often 
tacit techniques to combine different strands of DNA by a laborious addi-
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tion of nucleic acids. When Mertz and Davis discovered that scientists 
could produce recombinant DNA molecules by simply cutting the DNAs 
with EcoRI and then adding DNA ligase, those who maintained a net-
work of scientific exchange began to adopt this technology. Janet Mertz’s 
λdvgal- 120 and Cohen’s plasmid systems were the two earliest experi-
mental cloning systems that took advantage of an artificially synthesized 
recombinant DNA molecule; they each used these to explore questions 
related to the regulation of products encoded by genes. Their experimen-
tal systems transformed their focus of research, including the cancer vi-
ruses (Mertz’s) and plasmids (Cohen’s), into crucial technological tools 
of gene cloning. Indeed, at an experimental level, both Mertz’s λdvgal- 120 
and Cohen’s pSC101 plasmid were reconfigured as components of critical 
technological systems for cloning a recombinant DNA molecule.

The technical implementation of biological organisms and materials 
for making hybrid DNA and chimeric clones, however, posed broader 
public health concerns that reached far beyond scientists’ laboratories. 
First, Mertz’s plan to introduce a tumor- causing animal virus into a bacte-
rium that resides in humans raised serious biohazard concerns involving 
recombinant DNA research. Mertz, as a young graduate student, was stra-
tegically unable to advance her experiment amid the public health con-
cerns. However, Cohen and Boyer were not under the intense scrutiny 
from fellow scientists since they were newcomers to recombinant DNA 
research. They succeeded in cloning a recombinant DNA molecule using 
drug- resistance genes before anyone knew enough about the work to 
object that their cloning experiments might be biohazardous. While this 
increase in recombinant experimental systems and use of cross- species 
biological materials proved to be highly productive for scientists, con-
cerns surrounding the tumor- causing virus gave ample advantage to Co-
hen’s plasmid experimental system in being the first to clone recombinant 
DNA. Cohen’s success in introducing drug- resistance genes via plasmids 
indeed made these biohazard concerns an immediate threat to both scien-
tific work and to the public, forcing scientists at the national level to dis-
cuss ways to regulate recombinant DNA research, leading to the much- 
publicized Asilomar II conference.66

As Cohen skillfully exploited the advantages of his plasmid experi-
mental system amid the biohazard controversy involving Mertz’s work, 
the central position that Stanford biochemists had occupied in early re-
combinant DNA research was undermined. Mertz’s λdv experimental sys-
tem required the rather laborious screening for transformed clones. On 
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the other hand, Cohen’s plasmid proved to work as a cloning vector, re-
taining an intact replication gene when cut with EcoRI enzyme; its pres-
ence could be easily detected by simply adding an antibiotic to the cul-
ture medium that would kill all the other cells. After their first success, 
Cohen used his plasmid as a strategic tool to build a collaborative net-
work of gene cloning, thereby shifting the center of recombinant DNA 
research from the laboratories of Stanford biochemists to his own labo-
ratory. Morrow’s collaboration with Cohen and Boyer in the first cloning 
of eukaryotic genes illustrated the reshaping of the recombinant DNA re-
search network.

This reconfiguration of a system of exchange in the early network of 
recombinant DNA research, both in terms of the conceptual and mate-
rial circulations, illuminated some central aspects of experimental life of 
the Bay Area researchers; these included the customs of reciprocal ex-
change of ideas and research tools and materials, rules of collaboration 
and competition, and obligations toward fellow scientists and the public.67 
The reshaping of this system of exchange in recombinant DNA research 
occurred in the highly competitive context of late- twentieth- century 
American science. On the one hand, Stanford biochemists’ earlier cus-
toms of sharing and openness, to paraphrase Robert Kohler, served as a 
“moral code for regulating competitive feelings and privileges,” and en-
sured the efficient production of experimental knowledge. The experi-
mental hybridizations that led to gene cloning occurred as scientists ini-
tially felt obliged to share and exchange key ideas, research tools, and 
materials for their research. Berg’s laboratory not only benefitted from 
this communal mode of scientific life; it eventually helped Cohen and 
Boyer participate in recombinant DNA research and forge a strategic 
collaboration with Stanford biochemists.68 Cohen and Boyer’s cloning of 
recombinant DNA molecules was accelerated and greatly influenced by 
their interaction with Stanford biochemists.

On the other hand, in a situation where researchers worked intensely 
to clone genes in hopes of gaining scientific priority and monetary advan-
tage surrounding patents, customs of sharing and exchange were bound 
to erode. The earlier “communal” ownership of scientific ideas and tools 
tended to dictate that those who made an experiment work first could 
claim scientific priority and credit, as opposed to those who first sug-
gested or conceived ideas for experimentation.69 Morrow’s opportunis-
tic alliance with Cohen and Boyer, for example, reflected this imperative 
of experimental production for scientific priority. Alternatively, Stanford 



112 chapter three

biochemists’ inability to complete their cloning experiments, due to their 
morally conscious, self- imposed moratorium on recombinant DNA work, 
enabled Cohen and Boyer to assert their priority in gene cloning over 
Mertz, who significantly contributed to the development of recombinant 
DNA– cloning technology, including the application of EcoRI for mak-
ing recombinant DNA. The collaboration of Boyer, Cohen, and Morrow 
on eukaryotic gene cloning then led to a shifting moral economy of scien-
tific collaboration to that of competition within the Bay Area biomedi-
cal research community. Cohen’s success in gene cloning frustrated Berg 
and Mertz, stripping them of the opportunity to gain scientific credit for 
the first cloning of recombinant DNA. Berg, in his recollection, admits 
that he was “so furious” about Morrow’s collaboration with Cohen and 
Boyer.70 Stanford biochemists’ generally agitated response, in turn, led 
Cohen to develop an aggressive, proprietary stance regarding the distri-
bution of credit and priority. In the next chapter, we will probe the shift-
ing moral economy of recombinant DNA research as the Bay Area sci-
entists clashed over the dissemination of a cloning vector in the highly 
competitive context of 1970s biomedical research.



The advent of recombinant DNA technology brought about a mul-
titude of possible applications. These involved both basic molecu-

lar biology and genetic- engineering experiments. As ideas, materials, and 
techniques actively circulated within the network of recombinant DNA 
research formed around the Stanford Biochemistry Department, scien-
tists began to take advantage of the technology for implementing diverse 
experimental projects. First, as Stanford biochemists had initially envi-
sioned, recombinant DNA technology emerged as one of the most prom-
ising tools for basic molecular biology because of its capacity to produce 
an artificial hybrid DNA. It offered new experimental possibilities in mo-
lecular genetics and developmental biology by enabling scientists to ma-
nipulate and clone genes at the molecular level; this was particularly true 
in eukaryotic biology where it had previously been difficult to acquire ge-
netic crosses for mapping or isolating genes to determine developmental 
and regulatory effects.

Beyond its use for basic biomedical research, scientists began to envi-
sion recombinant DNA technology as a tool for genetic engineering. The 
possibility of creating a transgenic organism— an engineered organism 
with genes deemed commercially and medically useful— prompted pre-
dictions and speculation that bacteria could turn into factories for useful 
biological molecules, such as transgenic plants, pharmaceutical therapeu-
tics, and other industrially important chemicals.1 Those who had sustained 
their connections with Paul Berg’s Stanford laboratory were among those 
who contemplated a wide array of bold medical applications in genetic 
engineering. For example, in May 1970, Richard Roblin, a medical re-
searcher at the Salk Institute, wrote to Berg inquiring about the possi-

chapter four

Moral and Capitalistic Economies of 
Gene Cloning
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bility of using recombinant DNA technology for the development of 
human gene therapy:

Over the past several months I have been developing an interest in the pro-

spectus for genetic engineering, particularly with reference to ways of treating 

human genetic defects by gene modification. Several people who have visited 

Salk recently from Stanford have mentioned a research project going on there 

involving an attempt to link lac operon DNA and SV40 DNA as a means of 

constructing a molecule which might integrate foreign DNA into human cells. 

I thought this sounded interesting and promising and that I would attempt to 

find out a few more details by writing to you. Without giving away any trade se-

crets (if you feel there are any) could you tell me more about who is doing the 

work, and what the system is (i.e. what cells are to be transformed, and how a 

successful integration would be detected)?2

When Stanley Cohen and Herbert Boyer experimentally demonstrated 
gene cloning, some scientists began to appreciate the prospects of recom-
binant DNA technology for producing useful molecules. At a more funda-
mental level of medical intervention, researchers supposed that the tech-
nology could make it possible to insert or modify certain genes through a 
virus, thereby supplementing or correcting defective human genes.

Once the scientific and technological potentials of recombinant DNA 
technology were widely recognized, competition intensified; the system 
of technical and material exchanges in early recombinant DNA research 
in the San Francisco Bay Area became difficult to sustain and was bound 
to erode. After the success of a series of molecular cloning experiments 
by Cohen and Boyer, concerns surfaced about both reciprocity and scien-
tific priority in scientific exchange. The Stanford biochemists’ collective 
research culture fostered the sharing of research materials and tech-
niques, which often meant a semicommunal ownership of ideas, materials, 
and tools. Within their moral economy of science, sharing ideas, research 
materials, and techniques through informal exchange and casual shoptalk 
was customary; at the same time, assigning scientific credit to those who 
conceived ideas, devised research techniques, or constructed experimental 
materials was difficult. As the historian Robert Kohler notes, in the com-
munal context of limited proprietary rights, the issue of scientific priority 
would often hinge on those who generated experimental results by assem-
bling a set of ideas, techniques, and materials.3

Though the Stanford biochemists applied limited proprietary rights to 
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research tools and materials, it became increasingly difficult to maintain 
them as communal resources. This growing difficulty occurred as other sci-
entists, especially outsiders to the department, embarked on recombinant 
DNA research and began to assert personal ownership by limiting access 
to the involved tools and materials. In Stanford’s Department of Medicine, 
Cohen devised key techniques to use the plasmid pSC101 as a cloning vec-
tor in order to transport a recombined DNA molecule. After his collabo-
ration with Boyer, Cohen’s laboratory emerged as a center of the network 
of recombinant DNA research, especially because he possessed the clon-
ing vector. More importantly, Cohen strategically circulated his pSC101, 
not only to forge collaborations but also to guard his scientific priority by 
controlling and monitoring its distribution. For example, right after the 
cloning of Xenopus ribosomal DNA, Stanford biochemist David Hogness 
requested Cohen’s cloning vector. Cohen denied Hogness’s request, telling 
him that the plasmid would be distributed only after publication of his first 
paper with Boyer on intraspecies DNA cloning. This provoked a heated 
controversy between the Stanford biochemists and Cohen on scientific 
priority, mutual obligation, and proprietary rights in scientific exchange.

This chapter examines a shifting moral economy of science in the re-
search network that had been centered on Stanford biochemists by ana-
lyzing how concerns about the distribution of scientific credit and financial 
reward diminished the customs of informal scientific exchange, coopera-
tion, and sharing. While the Stanford biochemists’ practices of reciprocity, 
open exchange, and semicommunal ownership of research tools resulted 
in high productivity, more clarity regarding scientific priority was required 
in the increasingly competitive field of recombinant DNA technology. 
Some early researchers became more proprietary regarding their tools 
and materials, thereby straining the moral economy of science that had 
earlier been rooted in distinctive communal customs of sharing and free 
access. By examining the controversy over the dissemination of a cloning 
vector, I illustrate one of the first instances of the disruption of the moral 
economy in recombinant DNA research. First, I show how Hogness tried 
to adopt recombinant DNA technology for his developmental biology 
project; his efforts illustrate how his understanding of the semicommu-
nal ownership of recombinant DNA technology came into being and then 
collided with Cohen’s claim of proprietary rights. I next analyze how a 
clash between Cohen and Hogness over the dissemination of a plasmid 
raised contentious issues of scientific priority, credit, and reciprocal obli-
gations in scientific exchange.
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Concerns about the free exchange of ideas and easy access of materials 
at Stanford were exacerbated as the prospect of industrial uses of recom-
binant DNA technology encouraged some scientists and university ad-
ministrators to assert proprietary interests in the involved research tools 
and materials. Cohen and Hogness’s dispute over a plasmid, for example, 
illustrates the beginning of the collision between a moral economy for 
the production of experimental fact and a capitalistic economy for the 
generation of profit in recombinant DNA research. A capitalistic concep-
tion of knowledge, one that organizes the production, distribution, and 
exchange of knowledge centered on issues of private property right and 
profit, soon encroached into the field of recombinant DNA amid the rise 
of commercial interests in genetic engineering. Stanford University and 
the University of California, with commercial aspirations of capitalizing 
on their potential ability to produce therapeutically important proteins 
like insulin, filed a patent application for recombinant DNA technology 
on behalf of Cohen and Boyer. Their assertion of private ownership of the 
technology for genetic engineering, along with capitalistic economies of 
financial reward, brought a shift in the mode of scientific exchange away 
from the ideals of reciprocity and sharing. Shifting moral assumptions re-
garding reciprocity and exchange in research were exposed by Cohen’s 
assertion of a certain degree of personal ownership of the tools and mate-
rials he had painstakingly constructed. This transition, from limited pro-
prietary rights to personal ownership through patenting of key tools and 
materials, illustrates changing conceptions of scientific priority and prop-
erty rights in biomedical research at the dawn of the age of commercial 
 biotechnology.

“Double- Helix of Management and Organization”

In the late 1960s, David Hogness, like his colleague Paul Berg, began to 
shift his research from bacterial genetics to the biology of higher organ-
isms (figure 4.1). He was interested in what had been rather neglected 
by earlier generations of molecular biologists and geneticists, namely, the 
problem of development.4 In this new venture, Hogness drew inspiration 
from the operon model of gene regulation in Escherichia coli devised 
several years earlier by the French molecular biologists Jacques Monod 
and François Jacob. The operon model, they had argued, “reveals the ge-
nome contains not only a series of blue- prints, but a coordinated program 
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of protein synthesis and the means of controlling its execution.”5 When 
Monod and Jacob described their operon model at the 1961 Cold Spring 
Harbor Symposium on Cellular Regulatory Mechanisms, they considered 
its implications for major issues such as development; they claimed that 
the “new concepts [of gene regulation] derived from the study of micro-
organisms will prove of the greatest value” in understanding the biochem-
ical differentiation of cells in higher organisms.6

Hogness was part of the younger generation of molecular biologists 
who were inspired by the value of the operon model for understanding de-
velopment.7 In addition to some traditional embryologists, such as Conrad 
Waddington and Edward Lewis, younger molecular biologists like Syd-
ney Brenner and Walter Gehring also shifted their research after the mid-  
1960s; they asked how genes might control cellular differentiation and de-
velopmental processes.8 Some, like Brenner and Jacob, adopted the notion 
of the organism as a machine coordinated by a set of information codes, 
and they proposed to examine a developmental program encoded inside 
the gene.9 Despite initial enthusiasm, perplexing experimental results 
emerged, which suggested that regulatory mechanisms in higher organ-
isms might operate beyond the level of differential gene transcription.10 
By the early 1970s, the inability to extend the experimental horizon of 

figure 4.1. David S. Hogness in his Stanford laboratory, ca. 1970. Reprinted by permission 
from David S. Hogness.
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molecular biology into developmental biology and the biology of higher 
organisms amounted to what historian Michel Morange has called an 
“epistemological crisis.”11 While Monod and Jacob famously proclaimed, 
“what is true of E. coli is true of the elephant,” in the early 1960s, their be-
lief in the universality of the operon model of gene regulation had waned 
by the early 1970s.12 Harvard biologist C. A. Thomas, Jr., conveyed this 
challenge to the operon model while reviewing current advances in ge-
netic approaches to development:

If we can extrapolate from these smallest of all biological entities, which dis-

play little or no differentiation, to the most interesting eucaryote, man, we see 

an enormous regulatory problem that confounds description. Certainly the 

regulation of E. coli must be a child’s task compared with the regulatory ap-

paratus at work during embryogenesis. When we think of these problems, the 

double- helix no longer guides us. We must look for another unifying principle. 

We need a simple way of understanding development and differentiation; a 

kind of “double- helix” of management and organization.13

This search for the “double- helix of management and organization” in 
higher organisms became one of the significant subjects for biologists like 
Hogness, who pioneered the molecular approach to development. Hog-
ness embedded this emphasis on the organization and management of 
animal chromosomes with his new project in developmental biology, shift-
ing his research interest from the genome of bacteriophage λ to that of the 
fruit fly Drosophila. He wanted to take advantage of the vast reservoir of 
genetic data available for Drosophila.14 With its particularly well- studied 
genetics and cytology, Drosophila became an attractive model organism 
for investigating the organization of animal chromosomes.

Drosophila’s cytological data, and especially its chromosomal band-
ing patterns, seemed to provide visual access to the gene on the chromo-
some (see figure 4.2): each band of densely packed DNA (dark band), 
and sparse interband (white band), was believed to form one functional 
genetic unit called a chromomere.15 Each dense band, however, consisted 
of about twenty- five thousand base pairs on average, an enormous num-
ber of repetitive DNA base pairs that coded for just one functional gene. 
What role did repetitive sequences play in gene expression and regu-
lation? More importantly, what did this particular organizational fea-
ture of the eukaryotic chromosome say about its replication and regu-
lation?16 During his 1968 sabbatical leave, Hogness spent his time in the 
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 laboratories of James Peacock in Canberra, Australia; Wolfgang Beerman 
at the Max- Planck Institute, Berlin; and Edward B. Lewis at Caltech. He 
absorbed a set of experimental practices and theoretical questions related 
to Drosophila and its chromosomes.

David Hogness and the Cloning of Drosophila DNA Sequences

The laboratory culture of Stanford biochemists, with its tradition of col-
laborative work, encouraged the intermingling of experimental tech-
niques. Stanford biochemists’ collaboration, exchange, and sharing of 
technologies and instruments, as well as their pioneering move into eu-
karyotic biology, were particularly important for Hogness’s venture into 
the biology of development. With the synthesis of recombinant DNA 
by his colleagues at Stanford in the summer of 1971, Hogness radically 
shifted his experimental strategies by adopting the newly developed tech-
nology for his analysis of Drosophila DNA sequences. Initially, Hogness 
intended to adopt a chemical mapping strategy, which he had developed 
for the analysis of λ infection.17 As he put it in his 1970 grant proposal, 
Hogness planned to

figure 4.2. Model of Drosophila chromosome. The chromosomal banding pattern of Dro-
sophila became one of the rare resources that provided direct visual access to the gene and 
its organizational pattern on the animal chromosome. Each band (densely packed repeti-
tive DNA) and interband were believed to form one functional genetic unit, or a chromo-
mere. Image from David Hogness, Pieter C. Wensink, David M. Glover, Raymond L. White, 
David J. Finnegan, and John E. Donelson, “The Arrangement of DNA Sequences in the Chro-
mosomes of Drosophila melanogaster,” in W. J. Peacock and R. D. Brock, eds., The Eukaryote 
Chromosome (Canberra: Australian National University Press, 1975), 3. Reprinted by permis-
sion from David S. Hogness.
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develop a method for determining the topography of transcription over the 

genome at various stages in the differentiation of specific cell types, asking the 

question as to whether there are any general rules governing the spatial distri-

bution of active transcriptions specific to that differentiation. The analogy here 

is the finding that the transcriptions of λ are arranged according to their func-

tion and time of expression during development of the infective process.18

The technology for the isolation and cloning of recombinant DNA, 
which initially emerged through Stanford scientists’ attempt to explore 
the molecular biology of higher organisms, provided an innovative tool 
that enabled the analysis of eukaryotic genome organization. Situated 
at the center of recombinant DNA research, Hogness was able to take 
full advantage of the Stanford biochemists’ culture of sharing for his de-
velopmental biology work, eventually reconfiguring his experimental 
strategy from chemical mapping to the cloning of Drosophila DNA se-
quences. Recombinant DNA technology allowed Hogness to isolate and 
clone Drosophila DNA segments of developmental significance. In his 
1972 grant application to the National Institutes of Health (NIH), entitled 
“The Arrangement and Function of DNA Sequences in Animal Chromo-
somes,” Hogness planned a systematic study of the organization of the 
chromosome and its sequences using recombinant DNA.19 Hogness laid 
out his plan to determine the “basic laws governing the arrangement of 
DNA sequences and their replication on eukaryotic chromosomes.”20

In using recombinant DNA technology, Hogness was indebted to 
recent advances made by Stanford biochemists, especially those of Lob-
ban and Mertz. For his analysis of Drosophila DNA sequences, Hogness 
intended to use Mertz’s λdv plasmid system for constructing a recombi-
nant DNA with Drosophila DNA (see figure 4.3). Like Mertz’s plan to 
clone the virus SV40, Hogness would attempt to use the enzyme EcoRI 
to make the cohesive ends of λdv. He also would mechanically shear 
Drosophila chromosomes in order to divide it into all possible linear se-
quences. He then would cut Drosophila sequences and anneal linear λdv 
to Drosophila DNA segments, producing a circular hybrid to be placed 
into E. coli with a calcium chloride method. Then the Drosophila DNA 
segment, he believed, would be cloned inside the bacterial host.

Through Mertz’s λdv plasmid system, Hogness wanted to develop a 
“system for mapping DNA sequences” in eukaryotic chromosomes.21 He 
first planned to focus on the Drosophila chromomere, a unit of transcrip-
tion, as a way to investigate the organization of animal chromosomes. 
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He first intended to isolate and clone Drosophila DNA fragments from 
the chromomere in order to illuminate the puzzling role of repetitive 
sequences in gene regulation. By hybridizing the isolated repeating se-
quences onto the Drosophila genome, their origins in the genome could 
be mapped. Through this physical mapping, he claimed that he could iden-
tify how the repetitive sequences are organized in the chromosome. More 
importantly, recombinant DNA technology offered a way to try cloning 
DNA segments of the Drosophila genome. For this, he intended to con-
struct λdv- Drosophila recombinant DNA and to use it for probing its reg-
ulatory function. If he could clone repetitive DNA segments, then their 
regulatory functions, either through their transcription or translation, 
could be investigated thoroughly.22

Tale of Two Plasmids: λdv and pSC101

While Hogness was working on the construction of λdv- Drosophila re-
combinant DNA, John Morrow told him in October 1973 about the possi-
bility of cloning eukaryotic genes using the pSC101 plasmid. As Hogness 
later acknowledged,

I believe I was first informed of the existence of pSC101 as a cloning vector 

about October, 1973 by Dr. Morrow, who was working with Dr. Cohen. My 

purpose in obtaining pSC101 was to use it as a vector for cloning eukaryotic 

DNA. I do not believe that either Drs. Cohen and Boyer were aware of my pur-

pose in using pSC101. My work was independent of Drs. Cohen and Boyer and 

I was under no obligation to provide any information to either Dr. Cohen or 

figure 4.3. Construction of Drosophila recombinant DNA with plasmid λdv. David Hogness, 
National Institutes of Health grant proposal, 1972, p. 6, David S. Hogness Papers, Personal 
Collections, Stanford University. Reprinted by permission from David S. Hogness.
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Dr. Boyer. Dr. Morrow informed me that pSC101 could be used for transfor-

mation and had a unique EcoRI site.23

Both Hogness and Morrow recognized the limitation of Mertz’s λdv sys-
tem; it required dimerization of the cloning vector in the hybrid DNA for 
the replication of the λdv sequences (to preserve λ’s replication gene). 
On the other hand, Cohen’s pSC101 vector system allowed scientists to 
more easily and efficiently obtain cells with the desired clones: first, one 
could replicate vector without being concerned about the destruction of 
replication genes in plasmids; second, its use of drug- resistance genes also 
enabled efficient killing of the host cells that did not take up the cloning 
vector. As early as August 1973, Morrow, as a consequence of his collab-
oration with Cohen and Boyer, knew one could clone a foreign eukary-
otic gene by recombining the pSC101 plasmid with frog ribosomal DNA 
(see chapter 3). He presented his Xenopus cloning experiment at the 
Biochemistry Department’s annual Asilomar meeting in October 1973, 
and many Stanford biochemists were excited about its scientific implica-
tions. For example, Mertz wrote to the MIT scientist Mary Lou Pardue 
about the possibility of adopting recombinant DNA technology for Par-
due’s research on the regulation of gene expression and development of 
the frog, Xenopus laevis: “The J. Morrow, S. Cohen, and H. Boyer experi-
ments of replicating Xenopus r[ibosomal] DNA in E. coli by attaching it 
to an R factor plasmid using RI endonuclease [EcoRI] and ligase really 
work. They even detect transcription of the Xenopus rDNA. Think of the 
 possibilities!”24

Hogness was one of the earliest scientists eager to adopt the pSC101 
plasmid system for the cloning of eukaryotic DNA. After learning of 
the Xenopus cloning success from Morrow, he asked Cohen to make 
pSC101 available to his own lab as a potential vector for cloning Dro-
sophila DNA. Because he had been able to obtain other key materials 
and tools in recombinant DNA research from his biochemist colleagues, 
such as the λdv plasmid and other DNA- related enzymes, Hogness re-
garded them as semipublic resources, developed and shared by fellow sci-
entists. Cohen, however, had begun to consider himself an outsider to the 
Stanford biochemists’ moral economy of science and considered the plas-
mid to be his personal resource, one that he had developed as a clon-
ing vector. At first, Cohen tried to use his plasmid pSC101 as a strategic 
tool to solicit a possible collaboration. After receiving Hogness’s request, 
Cohen indicated that he would have to be listed as a coauthor on a pub-
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lication resulting from Hogness’s Drosophila DNA– cloning experiment. 
From Cohen’s perspective, his pSC101 cloning system would be a crucial 
part of Hogness’s experimental system. Hogness, however, rejected this 
proposal; from his perspective, Cohen’s role would be limited to a mate-
rial contribution of a plasmid he had already reported in the scientific lit-
erature. Cohen in fact had published an article describing the isolation of 
pSC101 in May 1973.25 Hogness stressed that he had already proposed in 
his 1972 grant application an experimental procedure for cloning Dro-
sophila DNA using the λdv plasmid and would simply be replacing λdv 
with pSC101. When Cohen’s attempt to collaborate with Hogness failed, 
Cohen ultimately responded by saying that he would provide the plasmid 
only after the official publication of his paper describing the cloning of 
genes using pSC101 as a carrier for DNA fragments.26

In deliberating the dissemination of pSC101, Cohen was deeply con-
cerned about his scientific priority, even though the Xenopus DNA– 
cloning experiment was essentially completed by then. He retrospectively 
noted: “At that time, we hadn’t produced even an outline for a paper on 
the Xenopus work; [we] were relatively early in the Staph work [inter-
species cloning], and [we] were still a few months away from publica-
tion of our E. coli plasmid DNA [the first intraspecies cloning].”27 Cohen 
believed that his scientific priority in the cloning of recombinant DNA 
would have been much less recognized if Hogness, who had already 
started detailed planning for cloning with the λdv plasmid system, were to 
publish his cloning of Drosophila DNA using the pSC101 plasmid system 
at about the same time.28 Cohen was then a junior scientist without tenure 
and was just beginning to build his research program. Hogness, however, 
was already a renowned scientist at one of the world’s best biochemistry 
departments, where scientists had contributed to the development of re-
combinant DNA technology to study the biology of higher organisms. He 
had already established a bold, innovative project to explore the biology 
of development using several recombinant DNA techniques. More impor-
tantly, Hogness had written his 1972 NIH grant application describing de-
tailed ideas and methods on cloning Drosophila genes at around the same 
time that Cohen and Boyer first came up with their idea for cloning bac-
terial genes at a November 1972 conference in Hawaii. With his resources 
and technical expertise, Hogness could open up a new field of molecular 
developmental biology with his gene- cloning experiment, undermining 
Cohen’s priority.

Although Cohen’s temporary refusal to distribute an important ve-
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hicle for gene transfer and cloning was not uncommon, it was a challenge 
to Stanford biochemists’ moral economy of science that encouraged the 
free exchange of ideas and tools. It was true that scientists often with-
held research materials until their papers were published. This norm, 
however, could be interpreted variably, and to a degree it was unaccept-
able to Hogness. Cohen had already described the isolation of pSC101 in 
his May 1973 paper, and Hogness insisted that Cohen’s pSC101 should 
therefore be disseminated to the wider scientific community. On the other 
hand, Cohen insisted that, because his first paper on gene cloning using 
pSC101 was yet to be published, the distribution of the plasmid should be 
restricted. (Cohen’s first cloning paper was published in November 1973, 
within weeks of Hogness’s request.)

For Hogness, Cohen’s unwillingness to share his plasmid was a trans-
gression of the norms of scientific exchange based on mutual obligation 
and free access. For example, in line with Stanford biochemists’ tradi-
tion of in- house collaboration and sharing, they forged material ties that 
linked a range of experimental projects in eukaryotic biology after the 
development of recombinant DNA technology. Hogness, along with Stan-
ford biochemist colleagues Berg, Ronald Davis, Douglas Brutlag, and 
George Stark, undertook a systematic study of eukaryotic chromosomes 
and their genetic regulation, submitting a collaborative grant proposal in 
1973.29 Through this grant, they sought additional support for their ven-
ture into the biology of higher organisms to maintain necessary research 
instruments, such as an advanced electron microscope they shared for 
their analyses of eukaryotic recombinant DNA. Accustomed to a commu-
nal laboratory culture, Hogness and other Stanford biochemists regarded 
Cohen’s temporary withholding detrimental to their style of work. While 
the academic world of molecular biology became increasingly competi-
tive from the 1960s, the tradition of mutual obligation and limited propri-
etary rights at Stanford’s Biochemistry Department made Cohen’s tem-
porary retention of pSC101 seem untenable to Hogness.30

At another level, the Stanford biochemists saw pSC101 as both a prod-
uct of nature and a semipublic tool, whose usefulness as a tool for ex-
perimental research had been created by the communal efforts of fellow 
scientists. The plasmid SC101 was naturally occurring; its value emerged 
when it was deployed as part of a recombinant DNA experimental system 
where it functioned as a vector, a vehicle that transferred recombinant 
DNA into E. coli for replication. The entire experimental system encom-
passed a repertoire of techniques and materials for making, transport-
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ing, and expressing hybrid DNA molecules, and many of its components 
were devised and shared by early participants in the research, including 
Cohen. For example, Cohen could not have performed his early recombi-
nant DNA experiments without access to DNA ligase provided to him by 
the Biochemistry Department. As such, Hogness believed that the plas-
mid should be communally held as well.

Moreover, when some Stanford biochemists regarded themselves as 
pioneers in the field of recombinant DNA research and technology, Co-
hen’s competitive stance damaged their relationship with him. Cohen’s 
decision, in his own recollection, marked a “key turning point in [his] re-
lationship to the Department of Biochemistry” at a more personal level.31 
He was well aware of his debt to the Stanford biochemists. Cohen’s ap-
pointment at the Stanford Medical School in 1968 was in part due to their 
strong support. Most importantly, they were impressed by Cohen’s work 
on λ phage and RNA polymerase. Cohen’s postdoctoral mentor, Jerry 
Hurwitz, was a former colleague of Arthur Kornberg’s when they were 
at the Department of Microbiology at Washington University in St. Louis 
during the 1950s; other Stanford biochemists, such as Berg, Hogness, and 
A. Dale Kaiser, were Hurwitz’s colleagues there as well.32 When Cohen 
moved to Stanford, Hogness provided him with temporary space until his 
new laboratory was ready.33 Cohen was a fairly isolated molecular biolo-
gist at the Department of Medicine where most scientists focused on clin-
ical problems, and he had become a regular participant in seminars and 
meetings at the Biochemistry Department. He was even able to use in-
struments and exchange ideas, methods, and materials with Stanford bio-
chemists as he continued to interact with some faculty and graduate stu-
dents, such as Berg, Kaiser, and Lobban.

A moral economy often implies immorality of acts that would violate 
shared beliefs about ownership and exchange in a community life. When 
deprived of the plasmid, Hogness was filled with a sense of moral injus-
tice and eventually decided to obtain the pSC101 DNA from Morrow’s 
refrigerator without consent from Cohen.34 As the dispute over the pos-
session and dissemination of pSC101 intensified, Berg, who was chair of 
the Biochemistry Department, tried to arrange a solution. While he con-
curred that Hogness should not use Cohen’s plasmid without consent, 
he reminded Cohen of the norms and obligations of free scientific ex-
change from which he and other recombinant DNA researchers benefit-
ted.35 Berg insisted that a repertoire of recombinant DNA techniques and 
materials, including Cohen’s pSC101 plasmid, was one of the results of an 
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active scientific and technical exchange among those who comprised the 
network around Stanford biochemists. The productivity of this mode of 
scientific exchange required that the commitment and bond between a 
giver and recipient could only be maintained through reciprocity.

Cohen decided to give his pSC101 plasmid to Hogness for Drosoph-
ila gene cloning a few weeks before the publication of his first bacterial 
gene- cloning paper in November 1973. The Xenopus paper was published 
in May 1974, and Hogness’s first Drosophila gene- cloning paper was pub-
lished in December 1974, giving Cohen plenty of advanced time to claim 
his scientific priority and credit.36 While not remembered as an inventor 
of gene cloning, Hogness was able to make significant progress in devel-
opmental biology. After obtaining Cohen’s plasmid, he constructed hy-
brid DNA by joining the bacterial plasmid pSC101 to sheared fragments 
of Drosophila embryonic DNA (see figure 4.4). The colonies of these seg-
ment clones served as Drosophila DNA segment banks, providing new 
experimental opportunities with which scientists could approach devel-
opmental phenomena at the molecular level. In addition to his creation 
of the Drosophila DNA segment bank, Hogness used recombinant DNA 
technology for further preparations of segments; he developed a chromo-
somal mapping technique for the isolation of repetitive DNA sequences 
and developmentally significant genes.37

If Cohen’s concern about scientific priority and credit temporarily 
undermined Hogness’s venture into developmental biology, the free cir-
culation of cloning plasmids among academic developmental biologists in 
the 1970s and 1980s confirmed the productivity of giftlike exchange sys-
tems. Hogness’s mapping technology, developed as an innovative way to 
approach development in molecular terms, was disseminated to the com-
munity of Drosophila developmental biologists; these researchers most 
notably included the laboratories of Walter Gehring at the University 
of Basel, William McGinnis at Yale, and Edward Lewis at Caltech. Situ-
ated in the hotbed of recombinant DNA technology, Hogness’s labora-
tory at Stanford became a focus of attention from biologists whose in-
terests were in the molecular control of development. Moreover, with a 
set of powerful recombinant technologies, Hogness’s laboratory attracted 
future leaders in Drosophila genomics, such as Gerald Rubin. In the early 
1980s, Paul Schedl, who had been a graduate student of Hogness, went 
on to Gehring’s laboratory, helping to establish a Drosophila gene bank. 
Christiane Nusslein- Volhard spent her postdoctoral years in Walter Geh-
ring’s lab from 1975 to 1977, learning Hogness’s Drosophila gene– cloning 



figure 4.4. Construction of recombinant DNA from Drosophila DNA segments. With an en-
zymatic ligation method developed by Peter Lobban at the Stanford Biochemistry Depart-
ment, David Hogness constructed recombinant DNA molecules with the pSC101 plasmid, 
which was eventually given to him by Stanley Cohen. He then was able to clone Drosoph-
ila melanogaster segments by inserting pSC101 plasmids into Escherichia coli. Image from 
 Pieter C. Wensink, David Finnegan, John E. Donelson, and David S. Hogness, “A System for 
Mapping DNA Sequences in the Chromosome of Drosophila melanogaster,” Cell 3 (1974): 
316. Reprinted by permission from David S. Hogness.
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technology in order to isolate developmentally interesting genes with 
Eric Wieschaus, then a graduate student.38 Indeed, the use of Hogness’s 
genomic analysis through recombinant DNA technology rendered Dro-
sophila species the chosen organisms for developmental biology from the 
1980s onward.39

The following section provides another example of the disruption of 
the moral economy of science at Stanford. This was prompted by the pat-
ent filing of recombinant DNA technology by Stanford and the Univer-
sity of California that listed Cohen and Boyer, outsiders to the Stanford 
Biochemistry Department, as the sole coinventors. If granted, recombi-
nant DNA patent would provide royalty income to both the universities 
and its inventors. I investigate how economic considerations further sub-
verted the Stanford biochemists’ moral economy as some scientists and 
university administrators tried to apply full private ownership to those in 
the field of recombinant DNA research and technology.

Recombinant DNA Technology as Intellectual Commons or 
Intellectual Property

Peter Lobban’s suggestion of the use of recombinant DNA technology 
for manufacturing useful medical products was discussed more often by 
the summer of 1973 after Cohen and Boyer successfully cloned foreign 
genes. The Stanford biochemists talked openly about the possible uses of 
recombinant DNA technology for genetic engineering, though many of 
them believed its realization lay in the distant future. Cohen, who was in-
teracting frequently with Lobban during this time to learn how to trans-
fer his plasmids into E. coli using a calcium chloride method, might have 
learned not only about academic uses of recombinant DNA technology 
but also about its likely industrial applications.40 The ability to transform 
an organism into a factory for useful medical molecules via recombinant 
DNA, as the historian Hans- Jörg Rheinberger puts it, would transform 
its status to a “locus technicus— that is, to the status of a space of repre-
sentation in which new genotypic and phenotypic patterns are becom-
ing probed and articulated.”41 As biomedical researchers came to grips 
with the expected economic benefits of recombinant DNA technology, 
the Stanford biochemists’ communal way of doing science— which helped 
foster productive experimental exchange and collaboration while also 
regulating competitive feelings and calculating motives— began to be 
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challenged more forcefully. Indeed, the controversy over the patenting of 
recombinant DNA technology illustrated the collision between the moral 
and financial interests of science at the coming of age of commercial bio-
technology.

As scientists began to grasp the full potential of recombinant DNA 
technology beyond its role as a research technique, Cohen and Boyer 
ventured into patenting and commercialization with encouragement from 
university patent administrators. (For a historical analysis of the privati-
zation of recombinant DNA technology in a broader context, see chap-
ter 5.) News about the industrial application of recombinant DNA tech-
nology circulated around Stanford during the summer of 1974.42 Niels 
Reimers, an enterprising Stanford patent administrator, began to contact 
key scientists involved in recombinant DNA research and technology, 
such as Berg, Davis, and Cohen. Initially, they all wondered whether basic 
scientific methodologies in molecular biology like recombinant DNA 
technology, as opposed to particular devices, could be subject to patent-
ing. Technically, it was also impossible for Reimers to file a patent applica-
tion for recombinant DNA technology based on works by Berg’s group; 
both Berg’s recombinant DNA article and Mertz and Davis’s paper were 
published in 1972, and by 1974 both had already passed one year’s grace 
period for filing a patent for publication in the United States. Reimers was 
able to persuade the reluctant Cohen to consider patent filing for recom-
binant DNA technology. Both Berg and Davis were not interested in, and 
were perhaps averse to, patenting. According to Stanford’s patent lawyer 
Bertram Rowland, Berg “adamantly” refused “to file patent applications 
on his work”; Rowland reflected that consequently “there might not have 
been a [recombinant DNA] patent.”43 The Stanford biochemists’ customs 
of sharing and exchange of research tools and materials reinforced their 
sense of semipublic ownership, which made it difficult for them to claim 
proprietary interest.

In the small, tight- knit community of scientific researchers in the Bay 
Area, the patenting of what some regarded as communal procedures in 
molecular biology heightened the tension between the Stanford biochem-
ists and Cohen and Boyer. In their attempt to make recombinant DNA 
technology proprietary and carve economically viable “intellectual prop-
erty” out of the research, Reimers and Rowland sought to clearly define 
what technical procedures constituted its invention. As in the standard 
practice of maximizing the return on intellectual property, their primary 
aim was to broaden the scope of the invention of recombinant DNA tech-
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nology while narrowing down its inventors. Within a few months, univer-
sity patent administrators at Stanford University and the University of 
California persuaded Cohen and Boyer to file a patent application. Cohen 
signed an invention disclosure form on June 24, 1974. For the preparation 
of the recombinant DNA patent application, he also provided most of the 
technical information about the invention of the cloning technology, while 
Boyer was “much less involved.”44 Their plan was to file the application 
with Rowland representing Cohen and Boyer before the US Patent and 
Trademark Office (PTO). The patent, if granted, would enable Stanford, 
the University of California, and their scientists to capitalize on the po-
tential use of recombinant DNA technology for genetic engineering work 
and to claim royalty shares on any commercial uses of recombinant DNA 
procedures.45

While the initiative for the patenting of recombinant DNA technology 
came from Stanford’s patent administrator, Cohen was intrigued by Re-
imers’s suggestions for several reasons. From Cohen’s perspective, a series 
of three molecular cloning papers seemed to justly establish him as a co-
inventor of recombinant DNA technology, along with his major collabo-
rator, Boyer, at University of California, San Francisco (UCSF). This legal 
determination of the inventors seemed to relieve Cohen of his concern 
about scientific priority in gene cloning. Given the Stanford biochemists’ 
concern about his reluctance to circulate his plasmid, Cohen might have 
preferred the clarity of law in proving his contributions to gene cloning 
to the ambiguities of scientific dependencies. Cohen later acknowledged 
his view on patenting as a legal method for establishing scientific priority 
and credit:

Initially, I was hesitant about going ahead with the patent application . . . but 

was convinced by Niels Reimers to proceed, and quite happy about that deci-

sion . . . As Niels has pointed out to me a number of times, a patent helps to 

clarify just whose scientific contributions underlie an invention, and the issu-

ing of a patent, especially one that withstands challenges about inventorship, 

legally establishes the priority of a discovery.46

Also, the economic reward of patent royalties was more appealing than 
complying with what Cohen saw as the exaggerated scientific obligations 
of Stanford biochemists. Cohen’s decision to proceed with the patenting 
of recombinant DNA technology derived not only from his personal and 
the institutions’ financial interest but also from the complex motives for 
establishing his scientific credit and seeking moral vindication.
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Before Stanford and the University of California officially filed a 
patent application for recombinant DNA technology, Cohen carefully 
planned to establish his scientific priority more publicly. In early Septem-
ber 1974, he called the editor of Scientific American, Dennis Flanagan, to 
offer writing an article on the cloning of recombinant DNA molecules 
and its applications for genetic engineering. The magazine usually com-
missioned an article by a prominent scientist who launched a new field of 
research, and in January 1974 Flanagan had already asked Berg to write 
an article that would discuss the development and current status of ge-
netic engineering with restriction enzymes.47 Berg had replied in the af-
firmative, and Flanagan explained to him later in the year: “Cohen, who 
was not aware that you had been hoping to write an article for us, called 
me to say that he was currently finishing a technical article for one of 
the Annual Reviews volumes. He asked if, in view of the fact that he had 
assembled all the necessary material, we would be interested in a more 
popular version for Scientific American.”48 Berg was delaying the writing 
of his article because of his involvement in various regulatory and legal 
issues regarding biosafety of recombinant DNA technology. After Berg 
received the letter from Flanagan, he met with Cohen and discussed the 
matter of authorship on the article on genetic engineering work. Berg 
then replied to Flanagan that he had “discussed [Cohen’s] offer to write a 
Scientific American article on the use of restriction enzymes in plasmid re-
search and for cloning DNA molecules.” He added: “That’s not quite what 
I would have written about although my article would have certainly dis-
cussed that aspect. In any case, since I’m not able to do the article now nor 
can I realistically promise it to you for the first of the year, perhaps you 
should accept Cohen’s offer.”49

Soon after Cohen’s careful assertion of his inventorship in a more 
public form, Stanford and University of California filed the recombinant 
DNA patent application in November 1974. In a move that surprised fel-
low biomedical researchers who were preoccupied with the public health 
controversies of recombinant DNA technology, the patent filing put Stan-
ford biochemists, in particular, in an uncomfortable position. Both Berg’s 
leading role in the Asilomar I and II conferences on biohazards and the 
Stanford biochemists’ tightly knit research network magnified the ten-
sions when Cohen and Boyer filed the recombinant DNA patent applica-
tion. First, Morrow and Robert Helling, Cohen and Boyer’s collaborators, 
refused to abandon their claim to coinventorship, insisting that their co-
authorship and scientific credit should be duly acknowledged in the pat-
ent filing. Morrow was especially baffled by the patent application’s broad 
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claim. In his response to Stanford’s request to sign a disclaimer to aban-
don his inventorship status, Morrow wrote to Cohen and Boyer: “I am not 
signing this because I have a number of reservations about it . . . Why did 
you include the use of viral replicons to make functional DNAs when you 
have not done work on formation of recombinant viruses? Other people 
worked out viral methods independent of your findings with plasmids.”50 
In a meeting at the Stanford Office of Technology Licensing in 1976, Berg 
raised a similar objection: “Many Stanford scientists contributed to the 
DNA technology. Why then is Cohen the only Stanford inventor?”51

Indeed, the transition from semicommunal ownership to personal 
ownership in recombinant DNA technology became contentious among 
those in the early network of researchers. While the Stanford biochem-
ists’ collegial customs of reciprocal exchange and sharing made ownership 
rights ambiguous, both an interest in priority and the appeal of financial 
gain necessitated the clarity of ownership rights. The legal clarity, how-
ever, was hard to achieve in the context of a moral economy of science 
where research procedures and tools had customarily been exchanged 
and shared. The crucial exchanges between Stanford biochemists and 
Cohen and Boyer, for example, caught the attention of several reviewers 
of the recombinant DNA patent application. Reacting to the application 
prepared by Rowland, an anonymous patent reviewer wrote to Stanford 
and University of California patent officials, indicating “other individuals 
have been involved in the important publications relating to the process, 
i.e. the earlier work of Mertz, Davis, and Berg.”52 In 1977, a patent exam-
iner at the PTO, Alvin E. Tanenholtz, agreed with this reading of the Stan-
ford patent application, and rejected all of Cohen and Boyer’s forty- five 
inventorship claims. Tanenholtz cited the Stanford biochemists’ recombi-
nant DNA work as constituting “prior arts”— notably, the work of Berg’s 
group, including Berg’s synthesis of SV40- λdvgal DNA, Mertz and Davis’s 
formation of hybrid SV40- λdvgal DNA, and the Lobban thesis. As Stan-
ford’s patent official reported, “In the first [PTO] action, all claims were 
rejected. The primary substantive rejections were that the claims were 
either anticipated by or obvious from the teachings of Mertz and Davis 
(relating to hybridization of SV40 and lambda dv- 120 DNA) in view of 
the letter drafted by the Gordon Conference participants relating to po-
tential biohazards of recombinant DNA published in Science.”53

Rowland countered that Lobban’s vector did not contain any foreign 
genes, and his prophecy should not be seen as a “teaching” of the arts that 
would be obvious for nonspecialists. With regard to Rowland’s argument 
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that Cohen and Boyer’s procedure was the only technology- enabling mo-
lecular cloning, Tanenholtz replied that Mertz’s hybrid SV40- λdvgal plas-
mid, “duplex fully infectious, covalently closed circular DNA,” could be 
used for cloning SV40 DNA.54 Rowland further argued that EcoRI could 
have destroyed the replication gene (the O gene) in the plasmid λdvgal 
necessary for its replication. Rowland’s counterargument echoed Cohen’s 
memo circulated around Stanford around the same time. Written as a re-
sponse to an inquiry by Nicholas Wade, a reporter at Science, about the in-
ventorship of recombinant DNA technology, Cohen defended his unique 
contribution to the cloning of recombinant DNA technology and how it 
could eventually become a widespread laboratory practice. He acknowl-
edged that Berg’s group did plan to clone recombinant DNA. However, 
as Cohen underlined, it would have been impossible to clone recombinant 
DNA inserted in E. coli:

As Paul Berg has indicated, concern about possible biohazards related to the 

SV40 component of the λdv- SV40 molecule that Jackson et al. had constructed, 

led him to decide not to try to clone the molecule in E. coli. However, there 

is no report of success in the cloning of analogous molecules that contain any 

other fragment of DNA inserted at the λdv site used in the Jackson et al. ex-

periments. Apparently the reason for this is that the EcoRI cleavage site in λdv 

is located within the O gene . . . which is essential for replication. Interruption 

of the continuity of this gene by an inserted DNA fragment prevents λdv from 

functioning as a replicon.55

However, Tanenholtz secured the opinion of the Stanford biochemist 
Ronald Davis that Mertz’s experiment was in fact designed to prevent the 
destruction of O genes by producing long, polymeric λdv DNA chains that 
contained the genes. Scientists were also able to show that a λdv plasmid 
could be used as a cloning vector, suggesting that Mertz and Davis’s λdv 
plasmid might well be able to clone SV40 DNA.56 Rowland pointed out 
that Mertz and Davis did not actually put this plasmid into E. coli because 
of the moratorium on tumor- virus recombinant research and argued that 
they should not “be given credit for work they did not perform.”57 Tanen-
holtz eventually acquiesced to some of Rowland’s counterarguments. One 
patent lawyer, Albert Halluin at Cetus, another early biotech company, 
criticized Tanenholtz’s review of the recombinant DNA technology. As 
a lawyer later hired by Stanford to counsel its attempt to patent recom-
binant DNA technology noted, “Halluin spoke disparagingly about the 
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quality of the PTO prosecution. He specifically noted that Mr. Tanenholtz, 
the examiner, consistently yielded without much fight to Bert[ram] Row-
land’s positions. It was his view that neither the Cohen nor the Boyer pat-
ents would have survived examination by other examiners in the art, and 
he backed up his contentions by reference to conversations he has had 
with various examiners familiar with the case.”58 With no legal action by 
Lobban, Mertz, or Davis, Tanenholtz ultimately ruled that, although Stan-
ford biochemists’ had charted the use of recombinant DNA technology 
for bacterial transformation and molecular cloning, they neither demon-
strated its operability nor specified necessary experimental conditions.

The issue of scientific priority and credit in the patenting of recombi-
nant DNA technology underscored the tension in making recombinant 
DNA technology proprietary and in carving economically viable intellec-
tual property out of what Stanford biochemists regarded as communal 
procedures.59 In a collective context where limited private ownership of 
research procedures, materials, and tools was assumed, the assertion of 
proprietorship through patenting raised the question of rights in the net-
work of recombinant DNA research. Some scientists wondered whether 
recombinant DNA technology, with its broad use in basic molecular 
biology, should instead be in the public domain. In response to the Stan-
ford OTL’s request to review its patent application for recombinant DNA 
technology, an anonymous patent reviewer wrote:

A more serious drawback to the patent in my view is that it represents the de-

velopment of a very basic process in molecular biology; a process that has great 

implications with respect to basic research. One can, with some justification, 

argue that this basic process should be left in the public and scientific commu-

nity domain and not be patented.60

Stanford and University of California’s attempt to render recombinant 
DNA technology proprietary challenged the moral economy of science 
sustained at the former’s Biochemistry Department at two interrelated 
levels. First, by pursuing legal clarity in scientific priority and credit, the 
patent application challenged the collegial customs of exchange and shar-
ing, which Stanford biochemists regarded as fundamental to the pro-
ductivity of their work. As scientists in the field of recombinant DNA 
research were becoming notably sensitive about scientific credit and pro-
prietary interests, improvised and often ambiguous negotiations about 
ownership rights and uses entailed in scientific exchange became a source 
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of confusion and dispute. Second, the assertion of personal ownership of 
research procedures and tools undermined the communal practices in 
the Stanford biochemists’ moral economy of science. Even as some Stan-
ford biochemists like Hogness tried to maintain the semipublic owner-
ship of research tools and materials, which they regarded as a key source 
of creative experimentation, it became increasingly difficult to keep them 
away from the market economy. As the Stanford geneticist Joshua Led-
erberg warned, “the possibility of profit— especially when other funding 
is so tight— would be a distorting influence on open communication and 
on the pursuit of basic scholarship.”61 With the patenting of recombinant 
DNA technology, the migration of molecular biologists to studying eu-
karyotic organisms, the informal circulation of materials and ideas, and 
the unexpected hybridizations of experimental systems that nurtured re-
combinant DNA research and technology seemed more insignificant. The 
flow of scientific ideas, research tools, and materials in the network of re-
combinant DNA research became more fraught in the mid- 1970s with the 
attraction of financial gain.

Conclusion

In the mid- 1970s, the circulation of scientific materials within the com-
munity of early recombinant DNA researchers at Stanford came in many 
guises— as gifts, strategic tools for collaboration, and as thefts. The tale 
of two plasmids at Stanford— λdv and pSC101— shows how the material 
“gift” in scientific exchange was often fraught with concerns about prior-
ity and reciprocity in scientific relations. When Cohen initially refused to 
disseminate pSC101 to Hogness due to his concern about scientific credit 
before publication, the notion of exchanges between Cohen and Stanford 
biochemists inevitably became contentious. The relationships that Cohen 
had enjoyed with the biochemists at Stanford eroded as he strategically 
used his cloning vector to seek alliances, advancement, and scientific pri-
ority. As an assistant professor with relatively low scientific status, Cohen 
faced increasing resentment from Stanford biochemists. By the time the 
controversy over the dissemination of pSC101 erupted, Cohen’s earlier 
exchanges and strategic associations with the biochemists had become a 
source of accusations of ingratitude.

The shifting customs of exchange and collaboration at Stanford and 
the eventual privatization of recombinant DNA technology both proved 
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crucial to understanding alliances and conflicts in scientific life, power re-
lations among researchers, and large economic changes in biomedical re-
search in the 1970s.62 As the technological prospects of recombinant DNA 
technology expanded rapidly, both for basic research and industrial appli-
cations, exchanges of tools, material, and technology in the network of re-
combinant DNA research became narrow and exclusive; this caused jeal-
ousies, quarrels, and burdens of obligation in the tight- knit community. 
On the one hand, the Stanford biochemists relied on a sharing system, in 
both their grant monies and materials; the tradition had helped create sol-
idarity with one other. Their collaborative work style and moral economy 
of science provided a highly productive platform on which recombinant 
DNA technology and its applications emerged. On the other hand, Cohen 
was just loosely involved in the Stanford biochemists’ scientific life, with 
no concrete departmental affiliation either administratively or financially, 
and his relationship with them had started as a recipient. When Cohen 
made seminal progress in plasmidology and the cloning of recombinant 
DNA, the ambiguous dependencies and unceasing sense of obligation ex-
asperated him.

Cohen’s decision to proceed with Stanford and the University of Cal-
ifornia’s patent filing for recombinant DNA technology— prompted by 
concerns about scientific priority as much as economic calculations— 
deepened the Stanford biochemists’ concerns about their own scientific 
credit and the disruption of their moral economy of science. They rec-
ognized that severe competition among scientists often crippled a lively 
circulation of ideas and materials, straining their scientific progress. By 
arguing for a legal justification for the privatization of semipublic re-
search procedures and tools, the patenting of a basic research technology 
like the recombinant DNA work seemed to presage the eventual demise 
of a community of scientists working with each other through a collegial 
system of exchange. As an early pioneer in recombinant DNA research 
who led national discussions on its regulation, Berg felt that the assertion 
of personal property rights presented a troublesome image of the scientist 
as a thieving merchant, risking public health for profit.

Economic considerations were not the only ones behind Cohen’s deci-
sion to move ahead with the patenting of recombinant DNA technology. 
He had even proclaimed that he would not personally benefit from pat-
ent royalties, thus trying to avoid accusations of seeking personal gain (It 
should be noted that in 1983 Cohen reneged on his promise to not person-
ally benefit from the recombinant DNA patent).63 The legal determina-
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tion of inventorship would more importantly provide him with an oppor-
tunity to seek clarity in scientific priority and thereby free him from what 
he felt were often ambiguous and exaggerated obligations in the commu-
nity of recombinant DNA researchers. Stanford patenting officials were 
also mindful of criticisms that recombinant DNA technology emerged 
as a research tool as a consequence of scientific exchanges and collabo-
rations between basic biomedical researchers located around Stanford. 
Stanford patent administrators and Cohen were convinced that patenting 
was not just a means for private gain; they viewed it as a viable means to 
demonstrate the relevance of academic work by encouraging commercial 
development of research results. The mere production of experimental 
knowledge was no longer enough to prove the usefulness of biomedical 
research. Commercialization, they argued, would serve the public interest 
better by promoting medical innovation and economic development.

At another level, there is something historically specific about Stan-
ford’s foray into patenting in biomedical research in mid- twentieth- 
century America. It had become common to observe a fierce race between 
highly competitive scientists, as the prominent molecular biologist James 
Watson famously wrote in the late 1960s. However, a concern for money 
was relatively absent in earlier competition in molecular biology, which 
was instead driven by the pursuit of scientific credit.64 Cohen’s economic 
calculations were not initially paramount because he temporarily sacri-
ficed any financial gain; still, this choice reflected the emergence of the 
privatization of scientific research in American universities. Indeed, insti-
tutional arrangements, public policy discussions, and moral justifications 
surrounding the privatization of scientific research in the academy were 
rapidly reshaping in the 1970s. This fostered the birth of private, commer-
cial ventures in the biomedical enterprise. Scientists increasingly began to 
equate the pursuit of money with the pursuit of knowledge, and financial 
gain became a by- product of medically and socially relevant research. In 
the next chapter, I show how the private ownership of recombinant DNA 
technology was advanced as an efficient means to favor public interest by 
calling for relevance in biomedical research. As we will see, the privatiza-
tion of recombinant DNA technology was, in fact, a large and important 
part of the broader reconfiguration of public knowledge in biomedical re-
search, presaging significant changes in the moral positions and scientific 
life of biomedical researchers



In November 1974, Stanford University and the University of California 
(UC) filed a patent application for recombinant DNA technology on 

behalf of Stanford geneticist Stanley Cohen and UC biochemist Herbert 
Boyer.1 From early 1976, as word about the patent filing spread, Cohen 
and Boyer’s claim of the inventorship and ownership of recombinant 
DNA technology came under relentless scrutiny from fellow scientists, 
patent examiners, university and government officials, politicians, and the 
public. At one level, the identification of Cohen and Boyer as the sole 
inventors of recombinant DNA technology infuriated Stanford scientists 
who had shared research techniques and exchanged materials like DNAs, 
enzymes and plasmids with them, including collaborators like the Stan-
ford biochemist John Morrow.2 At another level, the assertion of private 
ownership of recombinant DNA technology surprised the biomedical re-
search community, including some university and government officials. 
Could individual scientists “own” a basic research technology in molecu-
lar biology whose development had been funded by taxpayers? Politicians 
and citizens, already embroiled in public- health controversies during the 
February 1975 Asilomar II conference on the safety of recombinant DNA 
research, now became concerned about the prospect of private control of 
the technology for profit.3

In June 1976, in the midst of the controversy over recombinant DNA 
patenting, Robert Rosenzweig, vice president for public affairs at Stan-
ford University, wrote to Donald Fredrickson, director of the National In-
stitutes of Health (NIH). The letter solicited the agency’s position on the 
“discussions taking place . . . over the wisdom of proceeding with an ap-
plication for patent protection for discoveries in the area of recombinant 

chapter five

Who Owns What? Private Ownership 
and Public Interest
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DNA.”4 More specifically, Rosenzweig was concerned whether the NIH, 
as the primary sponsor of recombinant DNA technology research, would 
waive its patent title in favor of Stanford and UC. It should be noted that 
in 1968 the NIH had reinstituted its long- abandoned institutional patent 
agreement (IPA), by which the agency could waive title to patents aris-
ing from support to its grantees should they request it.5 Such agreement, 
however, was conditional, and the NIH could revoke the waiver and claim 
title on several grounds. As scientists and politicians sharply questioned 
Stanford and UC’s claim to private ownership of recombinant DNA tech-
nology, national debates about the legal ownership of inventions arising 
from public support intensified. Indeed, in August 1977, the NIH decided 
to suspend the transfer of legal ownership of inventions to private inves-
tigators and institutions.6

This chapter examines how academic administrators and scientists, 
government officials, and industrialists contested the legal ownership of 
recombinant DNA technology in the name of the public interest. Despite 
the central place of recombinant DNA technology and its patenting in the 
historiography of biotechnology and the commercialization of biomedical 
research, issues regarding the ownership of recombinant DNA technology 
and the public interest were hotly contested and has not been adequately 
acknowledged. In fact, the first Boyer- Cohen patent was only granted in 
1980, after six years of heated debate.7 This historical oversight occurs be-
cause the basic tenets of the Bayh- Dole Act, which allowed research uni-
versities to claim ownership of inventions arising from federal support, 
are often implicitly assumed when scholars analyze the commercializa-
tion of recombinant DNA technology.8 The Bayh- Dole Act, however, was 
enacted only in 1980, and public policy controversies over federal patent 
policies became increasingly entangled with recombinant DNA patent 
applications during the 1970s.9 I contend that an examination of the con-
tentious path to the private ownership of recombinant DNA technology 
is critical to our understanding of the commercialization of academic re-
search. Indeed, it was in this period that the commercialization of bio-
medical inventions arising from government support was first proposed, 
debated, and eventually recognized as one of the key missions of research 
universities.

At another level, this chapter brings to light the economic and legal 
transformations surrounding the emergence of biotechnology as a com-
mercial form of biomedical enterprise.10 As frequently described in stan-
dard histories of recombinant DNA technology, this development has 
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been lauded as one of the defining achievements in the history of genetic 
engineering.11 The subsequent patenting of Cohen and Boyer’s experi-
mental procedures has been regarded as a logical, if not inevitable, step 
toward the commercialization of biotechnology for the molecular ma-
nipulation of life.12 Boyer’s founding of a start- up biotech company, Ge-
nentech, with venture capitalist Robert Swanson in 1976 has in turn been 
taken as an emblematic shift in the scientific life of molecular biologists, 
whose entrepreneurial ventures into the world of commerce accelerated 
when Boyer’s initial investment of $500 grew to be worth about $37 mil-
lion with Genentech’s initial public offering at the end of 1980.13 Rather 
than focusing on the inherent technological power of recombinant DNA 
technology, I seek to situate its commercialization in the context of the 
reconfiguration of the public knowledge of the academy and the private 
knowledge of industry in the 1970s, illustrating how the dazzling emer-
gence of the biotechnology industry depended on the economic and legal 
reconception of public knowledge.

My analysis of the privatization of recombinant DNA technology 
builds on historical works that have analyzed the critical role of patent-
ing in the commercialization of biomedical research and the introduction 
of economic development as a new social mission for research univer-
sities from the 1970s.14 I first examine a broader debate on the shifting 
role of research universities and the federal government in the nation’s 
economic life amidst the declining economic productivity of American 
capitalism in the 1970s.15 The discussion about the relationship between 
scientific research and economic development in many ways set the stage 
for the emergence of patenting as a subject of policy debates among sci-
entists, university and government officials, and politicians. Against this 
background, I examine Stanford’s institutionalization of patent manage-
ment as a site for commercialization of academic research from the late 
1960s. In particular, I analyze how Niels Reimers, the founder of Stan-
ford’s Office of Technology Licensing (OTL), attempted to claim the pro-
prietary right over recombinant DNA technology on behalf of Cohen 
and Boyer. Reimers’s attempt reflected recent shifts in federal patent 
policies— especially those of the primary sponsors of recombinant DNA 
research, the NIH and the National Science Foundation (NSF)— that al-
lowed an agency to waive patent title (ownership) to its grantees or con-
tractors should they request it.16

The legal and political debate over the ownership of recombinant 
DNA technology shows how a small but influential group of government 
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officials and university research administrators— the so- called managers 
of research— introduced a new legal framework for the commercializa-
tion of academic research by linking private ownership and the public 
interest.17 Mobilizing a recent ascendancy of economic rationales in (in-
tellectual property) law, they asserted that the “public” ownership of re-
combinant DNA technology was fundamentally at odds with the promo-
tion of the public interest.18 On the contrary, they proclaimed that placing 
inventions in the public domain could only hinder the proper develop-
ment of research results into viable commercial products. With the redefi-
nition of the public interest in terms of economic development amid the 
American economic recession of the 1970s, the articulation of a causal 
link between private ownership and the public interest became one of 
the fundamental moral assumptions in the commercialization of biomedi-
cal research, bringing about a significant shift in the scientific and moral 
life of academic researchers.19 The resulting reformulation of federal pat-
ent policies, which eventually led to the passage of the Bayh- Dole Act, 
provided a powerful legal platform for the emergence of commercial 
biotechnology.20 A new legal regime for biomedicine was not so much a 
reactive response to new genetic engineering technologies as a shaping 
force for biotechnology.21 This chapter in sum provides a broad historical 
background in the proliferation of patenting in commercial biotechnol-
ogy from the 1980s onward. It ends with a brief discussion on “too much 
private ownership” in biomedical research at Stanford and its implica-
tions for commercial biotechnology.

Federal Grant University and the Uses of Knowledge in the 1960s

By the mid- 1960s, the rapid expansion of research universities had brought 
them to greater prominence in the nation’s economic and political life. 
Beginning during World War II, American research universities had 
come to rely heavily on federal support of scientific research, a relation-
ship based on the public’s faith that scientific and technological develop-
ment would yield broader cultural, social and economic benefits.22 The 
large influx of federal money was increasingly connected to the cultural 
and political mobilization of science, either in the context of the Cold 
War or the war against dread diseases.23 Observing the rising influence 
of the federal government and politics over the affairs of the research 
university, UC president Clark Kerr once characterized it as the “fed-
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eral grant university,” whose existence and growth increasingly depended 
on political negotiations over why and how best to support academic  
research.24

For their part, academic scientists and university administrators op-
portunistically cultivated a loosely held belief among politicians and the 
public that scientific research promised benefits— that scientific discov-
eries would provide the foundation for technological innovations and 
economic growth. In his 1963 The Uses of the University, Kerr celebrated 
the emergence of the “multiversity,” through which diverse arrays of 
social, economic, and political demands had been met. More significantly, 
Kerr— a former labor economist— underscored that American research 
universities had evolved into institutions of new economic significance 
whose contributions had become central to the advance of the “knowl-
edge industry.”25 According to Kerr, research universities could claim that 
they played a significant role in the transformation of American economy 
because the production and management of knowledge had become the 
key to economic prosperity.

Starting in the 1960s, however, this emphasis on the tangible bene-
fits of scientific research for the public at large as a justification of fed-
eral support for academic research prompted the emergence of a related 
set of policy questions about the actual social and economic relevance 
of academic research.26 These questions about the public and economic 
relevance of research coincided with the surfacing of economic and 
science policy studies that challenged a broadly construed postwar con-
sensus about the causal link between progress in academic research and 
the growth of industrial innovation— that is, the linear model of scien-
tific research, technological development, and economic growth.27 For ex-
ample, the Department of Defense (DOD) Project Hindsight, launched in 
1965, concluded that defense support for “basic and undirected science” 
had not significantly contributed to the development of major weapons 
 systems.28

Critiques of governmental patronage of science in the late 1960s began 
to challenge one of the central justifications for federal support of scien-
tific research. After World War II, a group of scientists and economists had 
claimed that the market was a poor form of economic organization for 
maintaining technological innovation in the face of the economic uncer-
tainty and financial risk scientific research entailed.29 In his widely cited 
1958 RAND report, for example, the Nobel laureate economist Ken-
neth J. Arrow argued that “for optimal allocation [of resources] to inven-
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tion it would be necessary for the government or some other agency not 
governed by profit- and- loss criteria to finance research and invention.”30 
In other words, market- driven, shortsighted applied research could not 
make the best use of unanticipated scientific and technological develop-
ments. Though the post– World War II system of federal funding fell short 
of scientists’ ambitious demands for public support of basic science, the 
influx of government funding as an alternative mode of research support 
was believed to help build a broader and more productive reservoir of 
scientific and technological resources.31

By the late 1960s, however, questions about the economic and social 
contributions of scientific research increasingly held research universities 
accountable for the federal support they received for scientific research. 
In 1969, Stanford president Kenneth S. Pitzer wrote to Robert H. Finch, 
secretary of the Department of Health, Education, and Welfare (DHEW), 
articulating the shifting political and economic context for research uni-
versities. “The winds of change are evident,” he observed. “With other ur-
gent national demands, the growth in federal support characteristic of the 
past has stopped and in many programs has been reversed. Finally, stu-
dent unrest has eroded the sense of enthusiasm and support for higher 
education both in Washington and in the general public.”32 Rebutting crit-
ics, Pitzer sought to underscore that “the basic body of advancing knowl-
edge from university research has become the mainspring of our eco-
nomic growth and of our social development.”33 In an economy that was 
becoming increasingly dependent on advanced science and technology, he 
further warned, “[generating] new basic knowledge, for which universities 
are uniquely equipped, is no longer a luxury.”34

In a related development, the nation’s primary sponsor of biomedical 
research, the NIH (the research agency of DHEW), was facing increas-
ing political pressure to develop more therapeutic drugs and medical in-
novations. As the NIH’s annual budget grew more than one billion dol-
lars in the mid- 1960s, providing about 40 percent of direct support for 
the nation’s health research, politicians wondered “whether the American 
people are getting their money’s worth from the expenditure.”35 Presi-
dent Lyndon Johnson, visiting the NIH in 1966, asked whether “too much 
energy was being spent on basic research and not enough on translat-
ing laboratory findings into tangible benefits for the American people.”36 
Patrons of medicine like Mary Lasker and the American Cancer Society 
also began to call for more goal- oriented and applicable biomedical re-
search, asking the NIH to undertake a national program to develop novel 
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research- based therapies or cancer vaccines.37 Along with the Project 
Hindsight report, the series of political attacks on the utility of biomedical 
research “fell like a bombshell on NIH officials.”38

In the context of the prospect of a national economic recession and 
the looming decline in federal support of scientific research in the late 
1960s, university administrators and a group of governmental officials rec-
ognized that federal support of scientific research was coming under in-
creasing political scrutiny.39 Policy studies questioning the economic im-
pact of basic research made it increasingly difficult to mobilize the linear 
model to win public and government support. Though it was hardly sur-
prising that institutions receiving public support would be held account-
able for their effectiveness, scientists and university administrators were 
rather surprised to find that their assertions as to the direct and indirect 
contributions of their research to the nation’s economic prosperity was 
met with skepticism. Members of the academic community and their pa-
trons, such as government officials, tried to devise pragmatic solutions that 
would promote the relevance of research in the nation’s political and eco-
nomic life and thus secure its ongoing support.

While some scientists cautioned that the demand for relevance in bio-
medical research should not dictate research agendas, other scientists and 
government officials tried to capitalize on this political pressure, claim-
ing that “it is now time to put the same kind and magnitude of effort into 
the fight against disease as we are committing to the space and atomic 
energy programs.”40 But academic and government biomedical research-
ers, whose research had been mainly funded by the NIH, did not have 
the legal and technological means to develop commercially and medically 
viable therapeutic drugs. As early as 1962, Kenneth Endicott, director of 
the National Cancer Institute, one of the largest institutes within the NIH, 
requested a thorough review of the current DHEW patent policy. He ac-
knowledged that it would be difficult for basic biomedical research orga-
nizations to undertake a full- scale drug development because of their lack 
of capital and technical know- how, and he suggested that the NCI needed 
access to “industrial know- how to supplement NCI’s high level scientific 
skills and to apply the body of basic research findings we have already 
built up by the use of the special strengths that industry has, in engineer-
ing, mass production, and the management of large- scale plants and polls 
of industrial manpower.”41

Private industry, however, was hesitant to collaborate with academic 
and government researchers whose major work had been supported by 
public funds. NIH director James Shannon, who had led clinical and phar-
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macological programs as part of the US antimalarial drug project dur-
ing World War II, was well aware of the chemical and pharmaceutical 
industries’ concerns about protecting their proprietary knowledge and 
practices when they participated in federally funded research and de-
velopment programs.42 In 1963, Shannon hired Norman Latker, a young 
attorney from the Air Force, as the NIH’s first patent counsel and in-
structed him to conduct a review of NIH patent policy. In a letter to the 
DHEW summarizing Latker’s findings, Shannon noted that “the drug in-
dustry has refused through the Pharmaceutical Manufacturer’s Associ-
ation and in some instances individually to collaborate with our scien-
tists in bringing their drugs to the point of practical application without 
some guarantee of exclusive patent rights.”43 Shannon suggested that the 
DHEW needed to revise its patent policy so that the agency and its aca-
demic grantees could have the legal means to use their basic findings for 
developing useful medical and pharmaceutical products.

Within this context of a national debate over the contributions of scien-
tific research to American economic prosperity and public health, federal 
patent policy emerged as a critical issue for biomedical researchers and 
government officials. In the late 1960s, two government studies on pat-
ent policy, Problem Areas Affecting Usefulness of Results of Government- 
Sponsored Research in Medical Chemistry and Government Patent Policy 
Study, claimed that federal agencies had failed to effectively gain tan-
gible economic returns and health benefits from government- funded re-
search.44 Both studies depicted an outdated federal patent policy as a 
critical barrier that hindered the use of a vast pool of inventions arising 
from publicly funded research. First, these reports pointed out, each gov-
ernment agency dealt with inventions arising from government- sponsored 
research on an ad hoc basis, leading to a wide disparity in patent prac-
tices and regulations.45 For instance, the DOD had a license policy and 
usually waived patent titles on DOD- sponsored inventions to industrial 
contractors and grantees. The DHEW, on the other hand, maintained a 
title policy, which dictated that the agency should own the patent rights 
on inventions resulting from its contracts or grants. In the latter case, the 
title policy was originally intended to build a reservoir of publicly avail-
able scientific knowledge.46

Deploring such conflicting policies, both reports recommended that 
the federal government implement a uniform procedure in order to make 
use of government- owned inventions for the public benefit. NIH’s patent 
counsel Latker, the eventual “father of the Bayh- Dole Act,” emerged as 
a central figure in the crusade for the reformulation of government pat-
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ent policy.47 Latker had contributed to the preparation of the government 
patent policy reports, in which he indicated that the DHEW’s require-
ment to retain patent title posed a major impediment to the commercial 
development of the NIH’s vast pool of inventions. The Federal Council 
for Science and Technology report singled out the NIH’s medical chem-
istry program as an exemplary failure of DHEW patent policy. This basic 
research program supported academic researchers who were interested 
in chemical byproducts with therapeutic potentials. The report criticized 
the NIH program for failing to attract the participation of the pharmaceu-
tical industry in the commercial development of biochemicals into drugs 
because it did not waive its patent title in favor of its contractors or grant-
ees. When called before a congressional committee on government pat-
ent policy, Latker recalled this instance: “I think in 1963 through 1968 the 
pharmaceutical industry ran a virtual boycott of all the inventions that 
were under ownership of the Government. At that time we had no capa-
bility of licensing industry on an exclusive basis, and virtually, I think, our 
entire patent portfolio was dormant.”48

Latker promoted a new incentive structure for use of inventions aris-
ing from government- supported research. He claimed that the DHEW’s 
title policy created inadequate incentives for NIH grantees and contrac-
tors, mostly academic universities and hospitals, to develop government- 
held inventions that might promote the public welfare. From the late 
1960s, Latker tried to streamline the DHEW’s patent policy in a way that 
could promote further development work by instituting a new set of IPAs 
with several universities. Each IPA was intended to encourage the use of 
DHEW- funded inventions by simplifying the process of requesting that 
the DHEW waive its patent right in favor of grantees or contractors. In 
1968 a dozen universities and medical institutions, including Caltech, Cor-
nell, MIT, Minnesota, Princeton, and Mount Sinai Hospital, arranged the 
first round of IPAs with the NIH.49 Latker’s efforts to reformulate govern-
ment patent policy and to introduce market incentives for the develop-
ment of economically and medically viable products signaled a new rela-
tionship between academy, government, and industry in the 1970s.

Patenting at Stanford University

Until the mid- 1960s, American research universities had relegated the 
management of university inventions either to outside organizations, like 
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the nonprofit Research Corporation (RC), or to university- affiliated but 
independent groups, such as the Wisconsin Alumni Research Foundation 
(WARF).50 The RC, for example, became one of the most prominent man-
agement organizations for academic patents, as it began in the 1930s to 
develop an invention administration agreement with a few universities 
like MIT. The institutional separation between the university and patent 
management came into being in part as a way to preserve the university’s 
core academic mission.51 There were ethical concerns regarding conflicts 
of interest and worries that a commitment to commercial pursuits might 
interfere with faculty members’ educational obligations. Additionally, uni-
versities themselves did not have expertise in the management of intellec-
tual property. Thus, they were content to assign their faculties’ inventions 
to these outside organizations in exchange for modest royalties. These 
patent management organizations in turn devoted their efforts to finding 
potential industrial companies that might be interested in licensing these 
patents so as to develop commercially viable products.52

With the large influx of governmental support for science and engi-
neering during and after World War II, a set of challenging issues emerged 
pertaining to the ownership of scientific knowledge and engineering tech-
nologies gained through research funded by government grants and con-
tracts. Most universities, prompted by fears of litigation, did not actively 
pursue the patenting of inventions arising from wartime research. MIT 
president Karl Compton, for example, warned the RC that it might be dif-
ficult to establish inventorship with regard to findings arising from com-
plex and large- scale engineering projects scattered throughout the nation. 
And as we have already seen, because each government agency had de-
veloped its own provisional guidelines in matters of patent ownership, few 
academic and patent management institutions made systematic attempts 
to deal with inventions arising from government- sponsored research.53

When federal support in science began to be challenged in the mid-  
and late 1960s, however, academic patenting came to be viewed as a way 
for research universities to respond to the challenges they faced. Univer-
sity administrators began to show an interest in patenting both as an alter-
native way to draw financial resources and to demonstrate the economic 
relevance of academic research. They also realized that their familiar-
ity with their own faculty members and research results enabled them to 
identify viable inventions more effectively than outside organizations or 
the government.54 Therefore, by the late 1960s, some universities tried to 
acquire technical and legal expertise for managing university inventions 
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from the RC in order to establish their own patent management offices, 
usually called university technology transfer or licensing offices.55

Stanford’s establishment of the OTL reflected the early trend of re-
search universities undertaking their own patenting and licensing activi-
ties.56 Reimers, a contract officer in the Stanford Office of Sponsored Proj-
ects, initially launched the OTL as a pilot program in 1968. Before being 
hired at Stanford, Reimers had worked at the Philco- Ford (a subsidiary of 
Ford Motor Company) as a contract administrator. His contract manage-
ment work with the DOD, in particular, led him to appreciate the poten-
tial economic value of licensing from inventions arising from government 
funding.57 Working as a contract manager at Stanford in the mid- 1960s, he 
noticed that faculty members disclosed about thirty inventions per year 
to Stanford administrators. Unlike private contractors, however, Stanford 
did not seek patent title and was not involved with licensing activities. 
Following academic conventions of other research universities, Stanford 
had relegated these patenting and licensing activities to the RC beginning 
in 1954.

Stanford’s decision to relegate its patent management to the RC, as the 
historian Rebecca Lowen has shown, evolved with its shifting institutional 
relationship with private industry.58 In 1937 Stanford had drawn a patent 
policy that claimed for the university ownership of inventions resulting 
from research. This patent policy was established in large part to capitalize 
on the invention of the klystron in the Department of Physics during the 
Depression. Stanford secured an exclusive licensing arrangement with the 
Sperry Gyroscope Company, which by the early 1940s had brought roy-
alty income totaling about thirty thousand dollars (equal to the salaries of 
five full professors at that time). But this exclusive licensing contract, un-
usual in an academic context, prompted the chairman of the Department 
of Physics and director of klystron research, David Locke Webster, to re-
sign from his position in 1939. Frustrated with Sperry’s frequent pushing 
for new inventions, Webster bitterly professed, “science and patents don’t 
mix any more than oil and water.”59 Given this detrimental fallout of its 
industrial association, Stanford began to reassess its patent policy. Some 
faculty members argued that a patent should be assigned to an individual 
faculty member who conceived inventions, whereas others claimed that 
it should be assigned to the public at large or to the sponsoring corpo-
ration or government agency. Stanford’s invention administration agree-
ment with the RC in 1954 came into being in this context of controversy 
over academic patenting. While Stanford relegated patent management to 
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the RC, the university’s patent policy still allowed the inventor or the uni-
versity to retain patent rights.60

Drawing on his industrial experience, Reimers noticed that Stanford’s 
arrangement with the nonprofit RC left much to be desired, especially 
in terms of financial returns. From 1954 through 1967 Stanford received 
a rather small amount of royalty income from the RC, totaling about 
$4,500. Reimers claimed that he could make better use of Stanford in-
ventions. His licensing program, Reimers explained, would contribute to 
the development of academic inventions to further the public good, and 
the income it generated could provide additional funds to faculty mem-
bers and the university. With a reserve of $125,000 from the university, 
Reimers started a pilot program in 1968. In May 1969, Richard W. Lyman, 
then Stanford’s provost, wrote to department chairs about the new pro-
gram for patent licensing, explaining that any royalty income generated 
would be divided evenly among the inventor, the department, and the 
university.61

The one- year pilot program earned fifty- five thousand dollars in gross 
income, and its financial success helped Reimers officially establish Stan-
ford’s OTL in January 1970. William Miller, vice president for research at 
Stanford, circulated the university board of trustees’ positive evaluation 
of Reimer’s pilot program in June of that year. The board members gen-
erally concurred with Reimer’s claim that technology licensing could be a 
means to commercialize academic research results. They were particularly 
attracted how patent royalties and licensing income— in contrast to con-
tracts and research grants— might provide unrestricted funds for the uni-
versity. Mindful of cautious academic attitudes toward patenting, Reimers 
further insisted that his program had been licensing inventions of high 
social value, such as a potential cure of viral infection and less ecologi-
cally damaging form of insect control. In June 1970, in affirming its sup-
port for the newly established OTL, Stanford’s board of trustees extended 
the “privilege, previously enjoyed only by faculty, to all University inven-
tors including staff and students to retain proprietary rights in inventions 
they may make.”62

In the early years of its operation, the OTL brought inventions to in-
dustries whose competitive edge lay in securing a breakthrough patent, 
such as the chemical and pharmaceutical industries. The electronics in-
dustry, in contrast, was rather inattentive to Reimer’s licensing inquiry, in 
part because the rapid progress of electronics quickly rendered a patent 
outmoded.63 One of the earliest profitable Stanford inventions brought to 
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the market by Reimers, for example, was a package of steroid synthesis 
patents developed by Stanford chemist William Johnson.64 The OTL ar-
ranged the licensing of Johnson’s patents to a joint venture for the de-
velopment of insect pesticides by the Sterling Drug Company and the 
Chevron Corporation. When news of recombinant DNA technology and 
its applications in the pharmaceutical industry and agricultural business 
came to Reimers’s attention in 1974, the OTL’s expertise in biochemi-
cal inventions helped him navigate the shifting landscape of academic 
 patenting.

Making Recombinant DNA Proprietary

By the time Reimers started the technology- licensing program at Stan-
ford in 1968, a serious effort had already emerged to reformulate govern-
ment patent policy in order to provide a means for universities to exploit 
government- supported research results. The NIH, for example, had rein-
stituted its IPA, which allowed the agency’s grantees to request the waiver 
of patent title in favor of the inventor. Under this agreement, any univer-
sity requesting such a waiver had an obligation to make a serious effort 
to use the invention for the benefit of taxpayers. Reimers’ attempt to pur-
sue the patenting and licensing of recombinant DNA technology reflected 
this new context of shifting government patent policy, especially that of 
the NIH. As of 1976, the NIH had a total of fifty- six IPAs, and univer-
sities had negotiated twenty- nine nonexclusive licenses and forty- three 
exclusive licenses with commercial organizations, engendering seven-
teen joint- funding arrangements with universities and commercial com-
panies.65 Seen from the perspective of shifts in government patent policy, 
Reimers’s initiative to file a patent application for recombinant DNA 
procedures might be taken as an acceptable— indeed, welcome— new 
development for university administrators and government officials who 
set their sights on the use of government- supported inventions.  Reimers’s 
initial inquiry about the possibility of a title waiver was in fact greeted 
warmly by patent officials like Latker at the NIH. Consequently, some 
governmental officials became deeply involved with the determination of 
the legal ownership of recombinant DNA technology.66

The OTL’s interest in recombinant DNA technology, as Reimers recol-
lects, began when he read an article featuring intriguing Stanford research 
results.67 The May 20, 1974, New York Times article by Victor McElheny, 
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titled “Animal Gene Shifted to Bacteria: Aid Seen to Medicine and Farm,” 
covered research by Morrow, Cohen and Boyer on the cloning of a gene 
from a species of African toad, Xenopus laevis. In a Stanford University 
Medical Center news release, Joshua Lederberg— who communicated the 
Xenopus DNA– cloning article to Proceedings of the National Academy of 
Sciences, USA— claimed that “it may completely change the pharmaceuti-
cal industry’s approach to making biological elements such as insulin and 
antibiotics.”68 This news caught the eye of Reimers, who was actively so-
liciting information on new inventions with broader commercial applica-
tions from Stanford scientists.

Reimers approached Cohen at Stanford’s Department of Medicine 
with his plan for the licensing of recombinant DNA technology. Cohen 
initially hesitated to file a patent application, suggesting that recombi-
nant DNA technology, as a basic research procedure in molecular biology, 
seemed to be rather unsuitable for an invention. As Cohen later acknowl-
edged, his “framework was that one patents devices, not basic scientific 
methodologies.”69 Moreover, Cohen was hesitant about patenting because 
he was well aware that his gene cloning work had relied heavily on close 
interaction with colleagues in the Stanford Biochemistry Department, 
such as Peter Lobban, Janet Mertz, and John Morrow.70 Reimers, none-
theless, persuaded Cohen to file a patent application, suggesting that “no 
invention is made in a vacuum” and the patenting of biochemical pro-
cesses could serve Stanford inventors and the chemical and pharmaceu-
tical industry well.71 Reimers also underlined recent shifts in government 
patent policy, especially Stanford’s IPA with the NIH, which encouraged 
individual scientists to file a patent application on research results arising 
from government support.

Meanwhile, Reimers hired William Carpenter, a Stanford Business 
School student, to investigate what would be necessary for the commer-
cial application and licensing of this invention. As Carpenter’s brief report 
acknowledged, the major limiting factor in the application of recombinant 
DNA– cloning technology to the production of economically and medi-
cally viable molecules was the inability to select and isolate genes that 
could produce useful gene products via molecular cloning. On the one 
hand, Boyer assumed that the research for gene isolation and selection 
was inherently “applied” in its nature. Boyer thus concluded that govern-
ment funding for the development of a gene selection technique would be 
“far from definite.”72 On the other hand, Cohen believed that there was in 
fact considerable interest in developing these application techniques. He 
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suggested that scientists and government funding agencies had sufficient 
incentive to invest their efforts in the development of eukaryotic gene se-
lection and isolation technology. If Cohen’s view proved to be right, and if 
OTL’s “only motivation is to see [that] this technology is brought forward 
to public use and benefit,” Carpenter’s report concluded, “then licensing a 
private company would not be necessary at this point.”73

The conflicting opinions of Cohen and Boyer as to the need for pat-
enting did not keep Reimers from asserting their proprietary claim on 
recombinant DNA cloning technology. The year’s grace period afforded 
by US patent law was about to end in late 1974, as Cohen and Boyer’s 
first recombinant DNA paper had been published in November 1973.74 
Cohen filed an invention disclosure on a standard Stanford OTL form on 
June 24, 1974. This invention disclosure, “A Process for the Construction 
of Biologically Functional Molecular Chimeras,” traced the conception of 
recombinant DNA– cloning technology to a coincidental conversation 
with Boyer at a Hawaii conference on bacterial plasmids in November 
1972, when they decided to collaborate on an experiment that would 
clone genes in bacteria transmitted through a hybrid plasmid.75 Stanford 
University and UC, on the behalf of Cohen and Boyer, filed a patent ap-
plication with twenty- six claims on November 4, 1974. Bertram Rowland, 
a patent lawyer hired by Stanford, prepared this patent application. De-
ciding to narrow the list of the inventors of recombinant DNA technology 
to Cohen and Boyer, Rowland sent a disclaimer letter to two of their 
collaborators in the recombinant DNA cloning work, the Stanford bio-
chemist John Morrow and the University of Michigan molecular biolo-
gist Robert Helling (who had been visiting Boyer’s laboratory when the 
recombinant DNA work was carried out and was a coauthor on the first 
and third papers). Rowland asked Morrow and Helling to declare that 
their roles in the collaboration did not merit granting them the status of 
coinventors.

Stanford’s attempt to establish the private ownership of recombinant 
DNA technology within a research community that had shared practices 
and materials magnified tensions between the Stanford biochemists and 
Cohen and Boyer. Because the former deemed that their contributions 
to the development of recombinant DNA technology were not properly 
represented in Stanford’s patent application, they began to raise a set of 
technical issues pertaining to Cohen and Boyer’s inventorship claims.76 
On January 23, 1975, Morrow, Paul Berg’s graduate student, wrote a letter 
to Cohen and Boyer to inquire about the scope of the patent application 
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and its implications for the field of recombinant DNA research; in par-
ticular, he wondered whether the patent application could interfere with 
the academic use of recombinant DNA technology. Morrow was  baffled 
by Cohen’s assertion of the private ownership of recombinant DNA tech-
nology, wondering how it would be “possible for you to patent these 
methods and plasmids when the work was funded mainly by the NIH?”77 
Morrow and Helling refused to abandon their claims to coinventorship, 
casting doubt on whether their coauthorship and scientific contributions 
were duly acknowledged in the patent filing (for more, see chapter 4).

After receiving letters from Morrow and Helling, Cohen was worried 
that the Stanford patent application might be perceived as an attempt on 
his part to seek “personal gain from the patent.”78 He asked Rowland to 
write to Morrow and Helling, clarifying that the patent application was 
pursued at the initiative of the university, not that of Cohen himself. He 
further insisted that Stanford should make it clear that its commercializ-
ing effort was grounded on the assumption that “any financial benefits de-
rived from this kind of scientific research carried out at a non- profit uni-
versity with public funds to go to the university, rather than be treated as 
a windfall profit to be enjoyed by profit- motivated businesses.”79 Other 
scientists questioned the ethics of allowing individual institutions or sci-
entists to benefit from research funded by taxpayer money and wondered 
how the hasty patent filing could fulfill “the public service ideals of the 
University.”80 To appease concerns about the potentially harmful impact 
of profit- seeking motivations on biomedical research, Cohen agreed to 
give up his future royalty income; instead, he planned to use any such 
earnings to establish a “Research Development Fund” to support re-
search grants and fellowships (Cohen eventually decided to keep his roy-
alty income personally, reneging on his early promise).81

On the patenting front, in the first Patent and Trademark Office (PTO) 
action on March 31, 1975, most recombinant DNA process claims were al-
lowed, while other recombinant product claims were rejected. PTO pat-
ent examiner Alvin E. Tanenholtz indicated to the Stanford lawyer Row-
land that he would grant the patent right for the procedures involved in 
making recombinant DNA molecules with viral and circular DNA and 
their cloning in bacterial cells. But he questioned the broad scope of the 
product claim, in which the patent applicants claimed proprietary rights 
to biologically active materials composed using recombinant DNA tech-
nology, such as recombinant plasmids, new hybrid functional genes, and 
modified cells containing recombinant plasmids: Cohen and Boyer’s clon-
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ing work was limited to the propagation of hybrid molecules in a bacterial 
cell. The examiner requested that its product claim be limited to a bac-
terial cell, excluding cells of higher organisms. More significantly, he re-
jected Stanford’s proprietary claim on transformed bacterial cells on the 
ground that they could exist in nature, and so— as a product of nature— 
they could not be considered a subject of invention. This decision was 
consistent with the PTO’s rejection of Ananda Chakrabarty’s modified 
bacteria according to the “product of nature” doctrine.82 Tanenholtz noti-
fied Stanford that the process claim in bacteria seemed to be granted but 
that its application to eukaryotes, along with proprietary rights on modi-
fied (recombinant- DNA engineered) organisms, seemed rather unlikely 
to be granted.83 This partial patent success prompted Boyer and Swan-
son each to invest $500 of his own money to found a start- up company, 
Genentech, in April 1976. At the beginning, Genentech existed only on 
paper: it arranged contractual work with Boyer’s laboratory at the Uni-
versity of California, San Francisco.84

After filing the first recombinant DNA patent application,  Reimers pre-
pared his licensing plan. First drafted on May 14, 1976, it highlighted the 
potential applications of recombinant DNA technology in various phar-
maceutical and agricultural areas. Echoing the enthusiasm in the 1960s 
about the industrial uses of life, Reimers emphasized that microorganisms 
engineered via recombinant DNA technology, such as nitrogen- fixation 
microbes, could mass- produce industrial enzymes and various fertilizers.85 
Given the advantage of using biological over synthetic methods in the 
production of antibiotics and hormones for medical research and treat-
ment, it seemed likely that the application of recombinant DNA tech-
nology would attract large multinational pharmaceutical companies, such 
as Pfizer, Merck, Upjohn, and Lilly. The guarantee as to the private own-
ership of recombinant DNA technology would provide a strong incentive 
for private companies to invest in its medical and industrial development.

Reimers’s optimistic projections regarding the imminent industrial ap-
plications of recombinant DNA technology faced a major hurdle in 1976, 
as more detailed and technical questions about the scope of and inventor-
ship claims put forward in Stanford’s recombinant DNA technology pat-
ent application emerged. At a May 1976 meeting at Stanford, Paul Berg, 
one of the seminal scientists with a hand in the research, raised concerns 
about the broad scope of Stanford’s patent claims on recombinant DNA 
technology, criticizing the patent application for “claim[ing] everything.”86 
Berg then asked whether scientific credit and inventorship claim was duly 
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acknowledged in the patent application. Cohen defended himself by not-
ing that the narrow definition of inventorship reflected how the patent 
system worked. Lederberg, unconvinced, expressed doubt as to the “va-
lidity of the patent application due to the issue of inventorship.” He con-
tinued to suggest that “Cohen may not be the only Stanford inventor.”87 
The complicated issue of inventorship, especially the crucial exchanges 
between Stanford biochemists and Cohen and Boyer, prompted PTO ex-
aminer Tanenholtz to reject all of Cohen and Boyer’s forty- five inventor-
ship claims made in their revised application with regard to recombinant 
DNA technology (for more, see chapter 4). In the end, the conceptual 
and technological traffic between Berg’s group and Cohen and Boyer’s 
genetic- engineering experiment complicated and prolonged the issuance 
of the first recombinant DNA patent.88

Private Ownership and the Public Interest

Beyond technical issues pertaining to the inventorship of recombi-
nant DNA technology at Stanford, broader questions about its owner-
ship emerged at the national level. In the spring of 1975, Stanford scien-
tists Paul Berg and Charles Yanofsky personally expressed their concerns 
about Stanford’s patenting activities to NIH and NSF officials. At one 
level, Berg and Yanofsky worried that the university’s efforts might se-
riously undermine Stanford scientists’ call for a voluntary moratorium 
on recombinant DNA research. As the controversy continued, one com-
mentator criticized Stanford’s patent attempt, writing bitterly that “a re-
search institution is taking steps to patent strains and procedures derived 
from work done during the moratorium by people calling for it.”89 Berg 
and Yanofsky had initially met with Reimers to request that the patent 
application be withdrawn, given that Stanford scientists already signed 
the recombinant DNA research moratorium letter in 1974.90 At another 
level, Berg and Yanofsky were wondering how an individual scientist or 
institution could “own” recombinant DNA technology. Berg discussed the 
ownership issue with NIH director Fredrickson, asking whether it would 
be possible to privately “own” recombinant DNA technology funded by 
public funds.91

At a meeting in May 1976, Stanford Medical School dean Clayton 
Rich, Reimers, Cohen, and other Stanford scientists gathered again to dis-
cuss Stanford’s attempts to patent recombinant DNA technology. Rich 
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first acknowledged that patenting biomedical discoveries should be ap-
proached cautiously. He pointed out that, since innovative medical pro-
cedures had been generally put in the public domain in accordance with 
ethical principles held by physicians, the profit motive should not trump 
obligations toward patients.92 Some scientists first warned that recombi-
nant DNA technology was such a basic process that it should be left in the 
“public and scientific community domain and not be patented.”93 Stanford 
scientists who had worked on recombinant DNA in their own research, 
such as Berg, Ronald Davis, David Hogness, and Yanofsky, shared this 
cautious view on academic patenting. To avoid conflicts of interest, Berg, 
as an organizer of the Asilomar conferences on the regulation of recombi-
nant DNA risk, suggested that, if the patent was granted, Stanford should 
turn for licensing to a nonprofit organization like the RC rather than to 
the OTL.

The responses by Stanford scientists to the proposed patenting of re-
combinant DNA technology signaled not only their unfamiliarity with but 
also their concerns about the NIH’s new patent policy. Cohen and Boyer, 
who were identified as the inventors of recombinant DNA technology in 
the patent application, had been funded by the NIH and the NSF for the 
work that resulted in the three crucial recombinant DNA– cloning papers 
listed in that application. As Reimers noted, given the recent reinstitution 
of IPAs at both agencies, “at NIH and NSF, individuals with whom Drs. 
Berg and Yanofsky talked did not see anything amiss in Stanford seeking 
such development.”94 Reimers stressed that the OTL’s patenting attempt 
reflected broader changes in attitudes among government officials toward 
patenting and licensing. Rosenzweig underlined Stanford’s willingness to 
seek patent rights as an owner of recombinant DNA technology, noting 
that it was the NIH’s new patent policy to waive patent title to grant-
ees for further development of new inventions arising from government 
 support.95

By early 1976, the biomedical community had begun to raise ques-
tions about Stanford’s assertion of the private ownership of recombinant 
DNA technology, as its patenting application became widely known dur-
ing the Asilomar II conference held in 1975. At the Miles Symposium held 
at MIT in June 1976, academic scientists sharply questioned the valid-
ity of patenting recombinant DNA technology. Cohen was publicly crit-
icized for filing the recombinant DNA patent application for financial 
gain. Some scientists even questioned whether his “private” ownership 
of recombinant DNA technology would hinder its application in a wide 
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array of basic biomedical research; others accused him of attempting to 
control DNA- cloning research through the patent filing.96 Faced with such 
hostile public criticisms from his fellow researchers, Cohen conceded to 
Reimers that “while I am not proposing right now that we call the whole 
[patenting] thing off, I would have no objection to such a decision by the 
University.”97

As Stanford’s attempted patenting became a subject of national discus-
sion, Rosenzweig and Reimers realized that they needed to address mat-
ters of the ownership of recombinant DNA technology with patent offi-
cials and high- level government administrators at the NIH. On May 24, 
1976, Reimers had a meeting with Latker and David Eden, a legislative 
assistant of Betsy Ancker- Johnson at the Department of Commerce.98 
Latker had provided a rationale and a defense for the NIH’s new patent 
policy that would encourage the commercial development of inventions 
arising from government- funded research. At their meeting,  Reimers 
gave Latker and Eden a consultation copy of a draft of Stanford’s May 14 
licensing plan for recombinant DNA procedures.

On another front, Rosenzweig wrote to NIH director Fredrickson on 
June 14, 1976, to solicit the NIH’s formal position on Stanford’s patent 
application. Though Rosenzweig’s letter has been taken as indicative of 
Stanford’s cautious and prudent approach to academic patenting, it also 
indicates the real fear that the NIH might revoke its title waiver to Stan-
ford and UC.99 After his conversation with an NIH official regarding 
Stanford’s recombinant DNA patent application, Rosenzweig circulated 
a memo to other Stanford administrators and scientists, indicating that 
“NIH had received ‘several’ letters inquiring about reports of patent ac-
tivity in the Recombinant DNA area by Stanford.”100 Rosenzweig empha-
sized he had “made three points throughout [his] conversation: 1. We [at 
Stanford] did not want the issue to be handled in such a way as to enable 
people to believe that we were acting in a secretive, sly, or underhanded 
way. Subject only to the protection of proprietary information about pro-
spective licensees, we were quite willing to discuss our plans.”101 The letter 
and telephone exchange indicated that the private ownership of inven-
tions arising from government- supported research remained a hotly con-
tested issue with broad significance for research universities, government 
officials, private industrialists, and the public. As the NIH’s IPA stipulated, 
the DHEW would repeal its patent title waiver if the grantee would not 
use the invention in a manner that would promote the public interest.102 
In the end, then, Stanford needed to figure out and negotiate an under-
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standing of “public interest” acceptable to the community of scientists, 
governmental officials, and industrialists.

By the time Rosenzweig’s letter arrived at the NIH in June 1976, the 
underlying assertion of the NIH IPA that there was a causal link between 
private ownership and biomedical innovations had become controver-
sial outside the scientific community. As early as 1974, the public interest 
advocate group Public Citizen, led by Ralph Nader, alleged that IPAs 
were an unconstitutional transfer of public goods to private parties. They 
charged that, through IPAs, the federal agency did in fact “grant greater 
rights than a non- exclusive license (‘exclusive rights’) to patents and in-
ventions developed under federally- financed research and development 
contracts, including the authority to grant such exclusive rights at the 
time of entering into such contracts, without Congressional approval.”103 
Public Citizen and a few congressmen brought a civil action suit against 
Arthur F. Sampson, the administrator of the General Services Adminis-
tration, which was in charge of the federal executive agency’s rules and 
regulations. As Public Citizen argued in Public Citizen v. U.S.:

all of the plaintiffs and contributors to Public Citizen are harmed as taxpayers 

and consumers because the patents and inventions have been developed at the 

taxpayers’ expense either by Federal Agencies or with Federal funds and the 

regulations provide for the issuance of exclusive licenses. . . . A recipient of an 

exclusive license will acquire a monopoly with a concomitant effect on prices 

causing plaintiffs and supporters of Public Citizen as consumers to pay again 

for an invention which they have already paid for as a taxpayer.104

The onset of political controversy over the DHEW’s new patent policy 
prompted some governmental officials and university research adminis-
trators, such as Latker at the DHEW, Ancker- Johnson at the Department 
of Commerce, Howard Bremer at WARF, and Reimers, to discuss how 
best to respond to recent criticisms of the IPAs. In 1974, with Latker’s 
“intense interest and encouragement,” they convened the first national 
conference for university patent and licensing administrators.105 Through-
out this conference, which led to the establishment of the Society of Uni-
versity Patent Administrators, one significant thread emerged: the impor-
tance of private ownership for the subsequent commercial development 
of biomedical inventions.106 Mobilizing the ascendancy of market ratio-
nales in public policy debates in the 1970s, the attendees insisted that 
private ownership would serve the public best.107 In response to Public 
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Citizen’s lawsuit, Reimers claimed that, “notwithstanding Ralph Nader 
and the Antitrust Division of the Justice Department, you will find that 
your invention or patent is not a monopoly, with rapacious companies 
eager to sign licenses with you in order to exploit the public.”108 He 
argued that if Public Citizen and the “Justice Antitrusters” prevailed, “the 
US public would be the loser,” as it would mean “the loss of research ad-
vancements into commerce which could be providing jobs, increasing pro-
ductivity, enabling better health care, helping our international trade posi-
tion by competing with new technology to offset our high labor costs, and 
so on.”109

Though the court ultimately dismissed the case owing to Public Cit-
izen’s lack of standing to sue, recombinant DNA patenting resurrected 
debates over the NIH IPAs, since high- ranking politicians had begun to 
ask whether the new government patent policy inappropriately trans-
ferred publicly held inventions to private hands in the name of the public 
interest. Senator Gaylord Nelson of Wisconsin, for example, indicated 
that he was “preparing to hold hearings on inventions derived from gov-
ernment funds for research that were ‘enriching’ some universities.”110 
Amidst the controversy, Fredrickson decided to solicit a range of opin-
ions on the Stanford and UC recombinant DNA patent application. With 
Latker’s help, he drafted a letter to scientists and nonprofit and commer-
cial organizations in September 1976.111 Fredrickson recollects that Lat-
ker was “zealous to counter the prejudice of many members of the scien-
tific community.”112 Latker claimed that the interest of the public might 
be best served by Stanford’s patenting and licensing efforts and that such 
licensing would provide a means for the regulation of recombinant DNA 
research. Fredrickson’s letter explained that the NIH IPA program was 
first introduced in 1953 but that it had rarely been used because of a lack 
of interest, until Latker revamped it in 1968. He also underlined that the 
aim of the IPA was not to give away inventions in the public domain. In-
stead, the purpose was to give universities and researchers modest incen-
tives for transferring underused inventions to the market.

Though some scientists whose views Fredrickson solicited were sympa-
thetic to the notion that NIH IPA could be one means for wide dissemi-
nation of the benefits of biomedical research, they questioned whether 
recombinant DNA technology was an appropriate case for the privatiza-
tion of basic research development. In his response, the molecular biolo-
gist David Baltimore disparaged the recombinant DNA patenting appli-
cation, arguing that there was “hardly need for more stimulation” in this 
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research area.113 One scientist even indicated that his grant application 
could “provide legal evidence that the idea of genetic manipulation was 
in the common domain for several years prior to the actual experimental 
success.”114 Berg conceded that, “in spite of my reticence and opposition 
[to recombinant DNA patenting],” he would be “supportive of the objec-
tives of the policy establishing the IPA agreements, sympathetic to the 
University’s need for financial help.”115 He then stressed that the govern-
ment should require publicly funded discoveries to be published freely as 
a way to uphold the norms of open exchange in the scientific community.

Even some start- up biotech companies echoed scientists’ reservations 
about the patenting of such a broad and basic technology as recombi-
nant DNA technology. Ronald Cape, president of Cetus, pointed out in 
his letter to Fredrickson that “it is inappropriate to attempt to patent 
something as fundamental as a way of making recombinant DNA mole-
cules.”116 Cape also claimed that private companies were eager to use re-
combinant DNA techniques. As he noted, “In the past exclusive licenses 
may have been seen as the only way to motivate industry to make the nec-
essary investment to develop an invention to the point where there would 
be something to exploit commercially. This is clearly not the case here.”117

In contrast to academic scientists and small biotech companies, big 
pharmaceutical companies supported the NIH’s effort to provide in-
centives for using “public” inventions. Jerome Birnbaum, Merck’s direc-
tor in basic biological sciences, agreed that “inventions made at public 
institutions under Government- sponsored research constituted a valu-
able national resource,” and he praised the DHEW’s “enlightened pat-
ent policy” for encouraging the fullest use of such inventions for public 
benefit.118 C. Joseph Stetler, president of the Pharmaceutical Manufac-
turers Association, also concurred that an IPA would be far superior to 
public ownership as a means of disseminating and using inventions arising 
from government- supported research. He warned that any measures to 
put recombinant DNA technology in the public domain— thereby making 
it unpatentable— would be “unacceptable in that patent incentives would 
not be utilized.”119

Thanks to the NIH’s deliberations over the ownership of recombinant 
DNA technology, Stanford OTL’s attempt to commercialize that tech-
nology, especially about its mode of licensing to a commercial entity, was 
under constant negotiation with governmental officials and private com-
panies. Those who advocated licensing as a crucial economic incentive for 
commercial development believed that exclusive licensing— licensing to 
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only one entity and thus maintaining a monopoly in using the patent— 
might be the most appropriate form of technology transfer. In a 1976 
congressional hearing on government patent policy, Latker emphasized 
the need for the private ownership of basic biomedical inventions aris-
ing from government funding in order to encourage commercial develop-
ment. He argued that, “because of the basic nature of the research sup-
ported [in case of research grants], any invention that evolved could not 
be the specific object of the grant and would always require further de-
velopment which we would not support.”120 In the case of university pat-
ent licensing, Latker advocated that the government should grant univer-
sities a patent title waiver with no right to revoke it later. By guaranteeing 
private ownership, he emphasized, the government could give universi-
ties the “kind of flexibility that they need to have at the negotiating table 
with industry to arrive at appropriate licensing arrangements.”121 With-
out such full ownership, Latker continued, industry would question any 
licensing arrangements with universities; private companies would want 
to deal with the “real” owner of the invention, the government. Latker 
asserted that if there is “anything that you need to get a commitment of 
capital, it is certainty.”122

Reimers had to find a way to facilitate the transfer of new technologies 
from the laboratory to the commercial world while overcoming opposi-
tion to granting exclusive licenses. In his pursuit of licensing plans with 
private companies, Reimers faced the unresolved issue of exclusive licens-
ing. On June 2, 1976, he had a meeting with Robert Swanson, Genentech’s 
CEO, to discuss a licensing deal for recombinant DNA technology. Swan-
son indicated that Genentech wanted to secure an exclusive license for re-
combinant DNA technology so that it could attract investment from ven-
ture capitalists. He argued that, without an exclusive license that would 
guarantee the monopoly of the technology, private investment could not 
be obtained. In return, he would offer an equity stake to Stanford and 
UC.123 Representatives from another pharmaceutical company, Upjohn, 
bluntly told Reimers that they would not invest in the development of re-
combinant DNA– related products without an exclusive license. After a 
month’s deliberation, Reimers notified Genentech that exclusivity could 
not be guaranteed, since the recombinant DNA patent issue had become 
a subject of intense public policy discussion.124

Indeed, recombinant DNA patenting caused so much controversy 
that it threatened to torpedo the revamping of federal patent policy as 
a whole. In a phone conversation with Reimers on July 29, 1976, Latker 
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complained that he was receiving “all the red herrings from the sea of 
scientists and administrators who are unacquainted with the patent sys-
tem and its role in commercial development.”125 Latker even worried that 
the enormous public attention that the recombinant DNA patent applica-
tions were drawing would stall the Department of Commerce’s attempt 
to institute a uniform government patent policy. (At that time, Latker was 
the chairman of the Interagency University Patent Policy Subcommittee, 
which was responsible for the Federal Procurement Regulations on Uni-
versity Patent Policy.) He told Reimers that “there are fears the proposed 
government uniform patent policy is in jeopardy.”126

Amid this heightened public contention over the ownership of recom-
binant DNA technology, Betsy Ancker- Johnson, as assistant secretary for 
science and technology at the Department of Commerce, in January 1977 
instructed patent office employees to accelerate processing for patent ap-
plications involving recombinant DNA research. This news, according to 
Fredrickson’s recollection, appeared “without warning” in the Federal 
Register. The Department of Commerce’s notice to the PTO underlined 
“the exceptional importance of recombinant DNA and the desirability of 
prompt disclosure of developments in the field.”127 Ancker- Johnson’s spe-
cial instructions would facilitate the process of the stalled recombinant 
DNA– related patent applications.

The Department of Commerce’s intervention with the PTO on behalf 
of recombinant DNA patent applications arose out of a distinctive view 
of the relationship between basic scientific discoveries and economically 
viable inventions. Ancker- Johnson, a patent holder herself, was convinced 
that private ownership was critical for the further development of inven-
tions arising from government support. As she underlined, the Depart-
ment of Commerce had an obligation to restructure the incentive system 
for the use of government- funded research results. Its agency, the PTO, 
could facilitate the process of recombinant DNA– related patent applica-
tions in order to demonstrate how such inventions could significantly con-
tribute to economic growth and medical progress, spurring new commer-
cial products and ventures.

At another level, Ancker- Johnson and other government patent offi-
cials like Latker mobilized the theory of the “tragedy of the commons” 
that was emerging in the 1970s.128 Articulated in figurative terms by the 
so- called Chicago school of economics, the tragedy of the commons was 
used to exemplify how markets could fail in the allocation of public goods 
like natural resources and intangible goods like intellectual property.129 
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A group of scholars in the new field of law and economics based at the 
University of Chicago, such as Richard A. Posner and Edmund W. Kitch, 
claimed that the public interest would be best served by assigning prop-
erty rights in the areas of public goods where market mechanisms had 
failed to distribute economic resources efficiently.130 In 1977, Kitch, one 
of the leading proponents among Chicago law and economics scholars of 
the expansion of intellectual property rights, argued that the patent sys-
tem was designed to increase the economic output of technological inno-
vation by assigning the private ownership of a promising technology to its 
inventors.131 While scholars in the previous generation, like Fritz Mach-
lup, had been concerned about economic monopolies engendered by the 
patent system, Kitch instead argued that the expansion of intellectual 
property rights was essential to the promotion of economic development. 
He noted that an invention usually raised a number of possible techni-
cal prospects and that only a limited number of these prospects could be 
developed further into commercial products. The patent system, by giv-
ing the control over technological invention in its earliest possible incep-
tion, enabled him or her to devote the capital and ingenious effort re-
quired to sort out the most promising technical prospect and turn it into 
a commercial product. In other words, exclusive property rights provided 
the inventor with a legal platform to bring a promising technology into 
the marketplace, contributing to economic growth through the “prospect-
ing” effect of the patent system. Kitch also underlined the importance of 
privatizing government- held inventions by “the granting of exclusive li-
censes of patents.”132 The proper assignment of property rights from pub-
licly held inventions thus would actually lead to the increase of techno-
logical  innovation.

In the 1977 report U.S. Technology Policy, Ancker- Johnson and David B. 
Change mobilized Kitch’s argument, proclaiming that government- owned 
patents had been underused and their potential benefits only incom-
pletely realized. The report noted that “much government- funded R&D 
is not exploited for patentable inventions, so that U.S. taxpayers do not 
obtain an adequate return on their investment in R&D.”133 Moreover, the 
current shortcomings of government patent policies had grave implica-
tions for the future of US economic strength in a globally competitive 
market where science and technology were becoming vital national as-
sets. As Ancker- Johnson and Change noted, America was “no longer re-
placing dying exports with a new wave of innovative exports.”134 The re-
port underlined that, in the context of declining productivity of American 
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capitalism, the promotion of technological innovation through granting 
private ownership of government- held inventions would be one of the 
best ways to serve the public interest (see figure 5.1).

This articulation of the causal link between private ownership and 
the public interest met, however, with considerable political opposition. 
In February 1977 DHEW secretary Joseph Califano requested Juanita 
Kreps, secretary of commerce, to withdraw the notice to expedite recom-
binant DNA– related patent applications so that the DHEW and other 
federal agencies could “have the opportunity to review Federal policies 
governing patenting of recombinant DNA research inventions.”135 The 
Department of Commerce suspended the order through a notice filed in 
the Federal Register in March 1977. At the same time, the Department 
of Justice circulated a memorandum to federal patent officials that en-
dorsed a new bill prepared by the Senate Health Subcommittee. This new 
bill intended to reassert the government ownership of recombinant DNA 

figure 5.1. Underuse of government- owned patents. This graph aimed to demonstrate the 
underuse of government- owned inventions by private companies. As of 1975, less than 4 per-
cent of twenty- eight thousand government- owned inventions were licensed. Though the num-
ber of government- supported inventions had increased, the number of patents that were 
licensed had been relatively unchanged. Graph from Betsy Ancker- Johnson and David B. 
Change, U.S. Technology Policy: A Draft Study, Office of the Assistant Secretary for Science 
and Technology, US Department of Commerce, National Technical Information Service, PB- 
263 806 (March 1977), 73.
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technology in order to protect the public interest by “(a) put[ting] own-
ership of all inventions ‘useful in recombinant DNA research’ that stem 
from Government contracts or arrangements, in the United States, sub-
ject to specified waiver provisions, and (b) prohibit[ing] the patenting of 
all inventions ‘useful solely in recombinant DNA research.’”136 In Au-
gust 1977, citing political controversies regarding the transfer of “public” 
inventions to private inventors, the DHEW Patent Council froze all re-
quests by scientists and their universities to be granted patent rights to 
their  inventions.137

Against the backdrop of emerging opposition to the private owner-
ship of recombinant DNA technology, those who shared the benevolent 
vision of private ownership began to build a strong political coalition.138 
At the Senate hearings on federal patent policy and its monopoly implica-
tions, Latker criticized the DHEW’s decision to review its IPA, claiming 
that more than a hundred biomedical inventions critical to public health 
had been frozen.139 In their defense of IPAs against “the Justice Antitrust-
ers,” university patent managers and government patent officials earned 
major political support from Senator Bob Dole, who at a press confer-
ence in 1978 criticized the DHEW’s “stonewalling” of scientists’ recent 
requests for the ownership of inventions arising from NIH support. Dole 
disparaged the DHEW’s cautious attitudes, claiming its decision to “ef-
fectively suppress these medical breakthroughs is without precedent . . . 
Rarely have we witnessed a more hideous example of overmanagement 
by the bureaucracy.”140

In March 1978 NIH director Fredrickson, with support from university 
administrators and government patent officials, approved the assignment 
of ownership of recombinant DNA technology to Stanford and UC, pend-
ing the DHEW’s final policy decision regarding IPAs. As Fredrickson in-
formed the Stanford administrators, “Accordingly, Stanford may proceed 
to file recombinant DNA research patent application. You should know 
that Federal patent policies are under extensive review by the Executive 
Branch and the Congress, and that this may lead to actions affecting the 
administration of institutional patent agreements generally and other 
conditions for recombinant DNA research inventions specifically.”141 
With powerful political patronage, university and government patent offi-
cials’ efforts to institute a uniform federal patent policy gained new mo-
mentum. In September 1978 Republican Senator Dole and Democratic 
Senator Birch Bayh introduced legislation that allowed federal govern-
ment agencies to waive patent title to universities, non- profit organiza-
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tions, and small businesses. After the 1979 congressional hearing on the 
“University and Small Business Patent Procedures Act,” the so- called 
Bayh- Dole Act was enacted in 1980, the same year the PTO finally issued 
the first recombinant DNA patent to Cohen and Boyer and Genentech’s 
public stock offering awed Wall Street.142 At a time when America em-
braced private ownership and the market as the solution to an economic 
downturn, the opening of a legal avenue for academic patenting provided 
an opportunity for biomedical researchers to forge a new form of biomedi-
cal enterprise— biotechnology.

Too Much Private Ownership?

When Latker and Ancker- Johnson’s concerted effort to institute a uni-
form government patent policy was finally legislated, it not only allowed 
commercialization but also encouraged it as a new social obligation for 
academic researchers.143 This shifting legal environment triggered a wave 
of biotech companies that emerged from an alliance between laboratory 
scientists and venture capitalists. A rush of academic patenting in biomed-
ical research, however, raised potential problems of building a company 
based on proprietary claims on basic experimental procedures. In 1982, 
Stanford administrators and Reimers began to seriously explore how to 
amend dangerous trends in the pursuit of academic patenting:

There is concern among the industrial community that technology will be in-

hibited, slowing the process of commercialization, by the increasing number 

of institutions with conflicting contractual terms and multiple types of licenses 

required by a company in order to assemble the rights necessary to bring any 

given product to market. The burden on industry will be tremendous if it has to 

deal individually with a large number of universities for rights to commercial-

ize most biotechnology. If current trends continue, it is conceivable that to pro-

duce single product a company may need licenses from a half- dozen different 

universities for as many or more patents. The situation is further exacerbated 

by the growing desire of universities to receive financial returns from industry 

for their research results. Universities are also concerned that scientific com-

munication may become inhibited.144

More problematic for both academic researchers and industrialists was an 
increasing trend to file every potential procedure and research technology 
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developed in academic laboratories. Some biotech companies began to 
question whether this zealous patenting rush would serve the public 
interest as universities claimed. The report suggested various licensing 
practices for amending this “too much ownership” situation, such as pat-
ent pooling among biotech companies, package licensing between aca-
demic and industrial organizations, and preparation of a clearing catalog 
for exchanging intellectual property assets.

The case of Amgen (abbreviated from Applied Molecular Genetics), 
the biggest biotech firm in terms of stock market capitalization, offers an 
important example in which we can examine an industrial perspective on 
the implications of the patenting of broad research technologies by aca-
demic institutions. After the 1980 Supreme Court decision on Diamond 
v. Chakrabarty that permitted the ownership of biologically engineered 
organisms, some of the biotech companies who successfully developed vi-
able commercial products began to worry about the prospect of granting 
the recombinant product patent in the early 1980s. These companies, ac-
cording to Stanford’s recombinant DNA– patent licensing arrangement, 
had to pay 10 percent royalties for basic product sales, and 1 to 0.5 per-
cent royalties for end product (like drugs) sales.145 In 1984, when the first 
recombinant DNA product patent (limited to prokaryotic organisms such 
as bacteria engineered by recombinant DNA procedures) was granted, 
Amgen faced the prospect of paying a large sum of royalties from the 
sales of recombinant DNA– based drugs and other products.146 While the 
company did not have any approved drug product until 1989, it devel-
oped several promising drug candidates using recombinant DNA tech-
nology (In the end, Amgen became the single most profitable licensees 
of recombinant DNA technology, paying about $55 million for royalties, 
about 21 percent for the total $255 million licensing revenues generated 
by the recombinant DNA patents for Stanford and UC).147

Faced with the prospect of huge financial expenditure, Amgen’s CEO, 
George Rathmann, criticized Stanford’s licensing of what he regarded as 
basic research technologies like recombinant DNA technology. He fur-
ther claimed that the technology, which was publicly funded by the fed-
eral government, should be in the public domain. In a sign of protest, 
Amgen indicated that it would refuse to pay license royalties in 1984. 
Amgen signaled that it would not pay any product royalty to Stanford 
and UC from a profit it earned from the sales of its various drug prod-
ucts manufactured using recombinant DNA technology. Rathmann fur-
ther indicated that his concerns were not limited to the licensing arrange-
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ment but reflected worries about the role of academic institutions in the 
realm of technology transfer in the biotech industry. He was willing to 
discuss these matters with Stanford representatives, including President 
Donald Kennedy. In his conversation with Stanford administrators, Rath-
mann voiced biotech companies’ concerns with the increasing eagerness 
of academic technology transfer operations. As Stanford’s legal counsel 
Adrian Arima noted to Kennedy in December 1985, “the issues Rath-
mann is concerned about are real, and have been expressed by Cetus and 
other biotechnology companies”:

At issue are the scope of Cohen/Boyer vis- à- vis new rDNA techniques, the 

tendency of universities and companies of patenting every new development 

(so the field is cluttered by overlapping patents), the aggregate royalty burden 

from multiple licenses covering a single product, and whether “research” by 

commercial firms can infringe patents.148

In defense of its licensing agreement with Amgen, Stanford OTL con-
tacted the law firm, Finnegan, Henderson, Farabow, Garrett & Dunner in 
January 1986, to draft a complaint against Amgen’s refusal to pay product 
royalties. Katherine Ku at Stanford OTL also wrote to Kennedy about the 
OTL’s position on Amgen’s criticisms. Ku pointed out that Rathmann’s 
assertion that the Cohen- Boyer technology, derived from federally 
funded research results, should have been in the public domain no lon-
ger had legal merit. She noted that the issue of ownership of government- 
supported inventions had been nationally discussed and resolved in the 
late 1970s. In fact, Congress had enacted in 1980 the Bayh- Dole Act in 
order to explicitly encourage commercial development through the uni-
versity ownership of inventions arising from government- sponsored 
 research.149

Rathmann in response argued that the Cohen- Boyer technology trans-
fer did not serve US economic competitiveness. From his perspective, the 
patenting of recombinant DNA technology did not serve the interest of 
the public or small business owners as the government had originally in-
tended when it transferred ownership of the technology to Stanford and 
UC. On the contrary, he noted that the Boyer- Cohen patent was granted 
only in the United States, and as such was hardly beneficial to American 
biotech and pharmaceutical companies. He also pointed out that the 
Cohen- Boyer patent discriminated against small biotech companies. As 
he put it, though “small biotechnology companies have contributed the 
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most to the industry and yet are required to pay on an equal basis as 
large companies.” This was hardly an outcome that the Bayh- Dole Act 
envisioned. Its initial legislative rationale was to waive government title 
only to small business and nonprofit organizations in order not to favor 
big business.150 But major multinational pharmaceutical companies could 
subvert the bill’s restrictions by building a laboratory and factory for the 
development and production of recombinant DNA– based products in a 
foreign country. Even Reimer later acknowledged that the issues Rath-
mann raised were valid enough. In his 1998 oral history interview, he 
pronounced that “Whether we licensed it or not, commercialization of 
recombinant DNA was going forward. As I mentioned, a non- exclusive li-
censing program, at its heart, is really a tax . . . [b]ut it’s always nice to say 
‘technology transfer.’”151

Conclusion

This chapter has situated the debate over the ownership of recombinant 
DNA technology in the context of two interrelated changes in the re-
search university as a site for knowledge production. At one level, I show 
how the subtle redefinition of universities’ mission toward economic de-
velopment provides an important context for understanding the commer-
cialization of recombinant DNA technology. In the years leading to the 
late 1960s, American research universities used the argument that they 
played a critical role in the nation’s economic prosperity to support their 
appeals for public funding to promote research in science and technology. 
The post– World War II rhetoric that technological innovation was predi-
cated on the progress of basic science came to be challenged in the late 
1960s and early 1970s, however. From the mid- 1960s onward, the rising 
call for relevance and accountability in academic research challenged a 
loose postwar consensus about the economic and medical contributions 
of the research university.152 Accordingly, public enthusiasm for biomedi-
cal research began to wane. Lay activists and politicians called for more 
immediate medical applications to emerge from biomedical research, ask-
ing how best to get practical results from the money they spent on re-
search support.153

This contentious political context in the early 1970s created a new op-
portunity for those who were involved in the affairs of biomedical re-
search. As we have seen, a new class of managers of research, such as 
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university research administrators and government officials, emerged as 
prominent intermediaries between patrons of science and academic re-
searchers. With the prospect of the flattening of federal research budgets, 
these managers were looking for ways to translate the results of scientific 
research into tangible economic assets.154 At a more practical level, the 
capitalization of new molecular technologies was largely influenced by 
the industrialization of biomedical sciences and the development of the 
pharmaceutical industry.155 These commercialization trends in some areas 
of biomedicine that had significant ties to industry largely set the frame-
work for using some of the key biomedical technologies mobilizing intel-
lectual property laws.156

Within this political and economic context, federal patent policies be-
came a focal point of discussions on regarding the postwar economy of 
academic research. In an attempt to reassert the economic value of aca-
demic research, Stanford’s research administrator Niels Reimers, for ex-
ample, began to refashion himself as a university patent manager. In the 
context of the heated negotiations over how best to support and mobilize 
biomedical research for the benefit of the public, patent managers in aca-
demic institutions and government agencies opportunistically mediated 
the relationship between science, government, and industry by introduc-
ing a new set of administrative and legal practices, such as IPAs and, even-
tually, the Bayh- Dole Act in 1980. With the establishment of the private 
ownership of recombinant DNA technology, the proprietary nature of 
biomedical knowledge came to characterize the emerging biotechnologi-
cal complex.

At another level, by examining the privatization of recombinant DNA 
technology in terms of changes in legal and economic assumptions about 
public knowledge, this chapter addresses broader implications of the 
commercialization of academic research for research universities, fund-
ing agencies, and the public. As I show, the debate over recombinant 
DNA technology was an important part of the broader reconfiguration 
of the ownership of public knowledge in late- twentieth- century American 
capitalism. At the heart of the debate was a redefinition of what public 
knowledge meant for the public interest and its relation to the private 
knowledge industry. With a renewed call for free markets and new pat-
ent policies, the articulation of a causal link between private ownership 
and public benefit proved critical to the privatization of biomedical re-
search.157 To begin with, the positive conception of property rights as a 
means to promote technological innovation helped redefine the public 
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interest in terms of economic growth amid the declining productivity of 
American capitalism in the 1970s. By the time the ownership of recom-
binant DNA technology was determined and the Bayh- Dole Act was 
passed, the commercialization of academic research through its private 
ownership had emerged as a new social obligation for research universi-
ties. As a hybrid creation of academic and commercial institutions held 
together by the moral assumption of a causal relation between private 
ownership and the public interest, biotechnology has gained a prominent 
place in the commercialization of biomedical research, making life into a 
“productive force” in late- twentieth- century American capitalism.158

In the end, the limited implementation of the private ownership and 
control of recombinant DNA technology in the course of its commer-
cialization reflects the historical contingency of the causal link between 
private ownership and the public interest forged in the 1970s by patent 
administrators, industrialists, and legal scholars.159 Stanford administra-
tors, wary of academic and political concerns about its monopolistic use, 
eventually decided to institute nonexclusive licensing of recombinant 
DNA technology, making it available to any academic and commercial 
organizations with a modest yearly licensing fee of ten thousand dollars. 
As Reimers later notes ironically, this limited enforcement of recombi-
nant DNA patents to avoid complaints about monopoly led to its wide 
commercial use and huge licensing revenues, with total royalties amount-
ing to $254.3 million during the life of Cohen- Boyer’s recombinant DNA 
patents until 1997.160 The abstract rendering of the negative relationship 
between the intellectual commons and technological innovation— the 
tragedy of the commons— does not fully account for the way scientists, 
patent administrators, and government officials implemented the privati-
zation of recombinant DNA technology in practice. Looking forward, rec-
ognizing the historical genealogy and limitations of the private ownership 
of academic research and the terms of its arguments and counterargu-
ments can provide a balanced platform for discussing key contemporary 
issues of the commercialization of biomedical research— for example, the 
impact of patenting on academic openness, particularly in the exchange of 
information and materials, and the ethical issues involved in clinical tri-
als and gene patenting by for- profit institutions, to name a just few.161 In 
the next chapter, I analyze how Stanford biochemists tried to accommo-
date the newly legitimized avenue for academic patenting, illustrating the 
shifting moral economy of science and public obligations of academic re-
searchers in an age of commercial biotechnology.



During the hippie era [of the 1960s] people put down the idea of business— they’d say, 
“Money is bad,” and “work is bad,” but making money is art and working is art and good busi-
ness is the best art. — Andy Warhol, 19751

In 1980 a series of catalytic events occurred in the emergence of bio-
technology as a key industrial sector. These began on June 16, 1980, 

when the US Supreme Court, in the landmark case Diamond v. Chakrab-
arty, ruled that genetically modified life forms could be patented. In Octo-
ber of that year, Genentech, a recombinant DNA technology– based com-
pany, made an initial public offering of stock on the NASDAQ exchange 
under the symbol “GENE,” making Herbert Boyer a multimillionaire 
scientist- entrepreneur. The first recombinant DNA patent covering the 
techniques of the research was then granted by the US Patent and Trade-
mark Office (PTO) on December 2, 1980, six years after Stanford and the 
University of California filed the patent application on behalf of Stanley 
Cohen and Boyer. Just ten days after the patent was issued, the Bayh- 
Dole Act was passed, allowing research universities, small businesses, and 
nonprofit organizations to claim ownership of inventions arising from fed-
eral support. Indeed, by the end of 1980, the institutional and legal frame-
work for the commercialization of academic research was firmly in place.

With their reservations about commercialization, scientists in the Stan-
ford Biochemistry Department seemed to be on the wrong side of his-
tory, or on the losing side. They were often portrayed, if not ridiculed, as 
being “those who were left behind” the biotech boom.2 Despite their con-
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tributions to the development of recombinant DNA research and tech-
nology, they did not financially benefit from its commercialization. On 
the contrary, because of the narrow legal determination of its inventors, 
their role in its development was not well known, which was often buried 
under a popularly circulated narrative of Cohen and Boyer’s moment of 
genius at the 1972 Hawaii meeting where they decided to collaborate on 
their recombinant DNA– cloning experiment. Only some of the scientific 
community recognized the Stanford biochemists’ contribution, especially 
with Paul Berg’s award of the Nobel Prize in 1980 “for his fundamen-
tal studies of the biochemistry of nucleic acids, with particular regard to 
recombinant- DNA.” The prize might have been the only consoling event 
for the Stanford biochemists in 1980 amid the biotech frenzy.3

The Stanford biochemists ambivalently witnessed the ascendance of 
biotechnology. Through their participation in the debate over the patent-
ing of recombinant DNA technology, they observed shifts in the institu-
tional, legal, political, and economic environment of biomedical research 
in the late 1970s and early 1980s. These changes encompassed, for ex-
ample, the institutionalization of patent management at research universi-
ties, the enactment of the Bayh- Dole Act in 1980, and the flattening of fed-
eral support for biomedical research. The distinction between the public 
knowledge of the university and the private knowledge of industry in bio-
medicine had been challenged and redefined, as discussed in chapter 5. 
Moreover, the articulation of private ownership benefitting the public 
interest provided promoters of biotechnology with a strong economic in-
centive and moral justification for commercial biotech ventures based on 
proprietary claims on knowledge. Amid discussions of the privatization of 
recombinant DNA technology, Berg began to express his softening atti-
tude toward commercial engagements by academic institutions. In his 
letter to the National Institutes of Health (NIH) director Donald Fred-
rickson, he conveyed his view of the marketing of biomedical research, 
agreeing with “the notion that commercial exploitation of this basic re-
search development should be accompanied by a return of some of that  
wealth (more or less as a tithe) to the institutions from whence it came.”4

By the late 1970s, more academic institutions and scientists tried to 
market inventions made in their laboratories. Private venture capitalists, 
lured by huge financial gains, were ready to invest the necessary capital in 
biotech firms established by notable scientists. For example, in 1978, Wal-
ter Gilbert at Harvard University and Philip Sharp at MIT founded Bio-
gen in Cambridge, Massachusetts, to produce medically useful proteins 
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using recombinant DNA technology. In the same year, Ivor Royston and 
Howard Birndorf at the University of California, San Diego, founded Hy-
britech, one of the earliest commercial companies to adopt hybridoma 
technology; this was a key technology that enabled the large- scale pro-
duction of medically useful antibodies (monoclonal antibodies).5 Like 
many academic researchers, the Stanford biochemists became involved in 
commercial biotechnology as well, first through the department’s Indus-
trial Affiliates Program (IAP) and, more substantially, through the found-
ing of a commercial company, DNAX.6

This chapter, by taking account of the Stanford Biochemistry Depart-
ment’s tradition of a communal culture of science, analyzes how those 
scientists took cautious steps to accommodate the changing legal and 
economic conditions of biomedical research during the 1980s.7 First, the 
biochemists attempted various connections to industry, not just as an at-
tempt to draw financial resources, but, more importantly, as a way to pre-
serve their communal style of scientific research. The departmental IAP 
was what Stanford biochemists regarded as one of the safest ways to up-
hold their moral economy of science while developing their connections 
to industry. DNAX, founded by Stanford scientists Arthur Kornberg, 
Berg, and Charles Yanofsky, was designed as an alternative form of a bio-
logical research company. Kornberg and Berg envisioned it as a freestand-
ing, basic research institute that would commit itself to the advancement 
of biomedical research, without worries of either a governmental shift in 
research policy or pressures from private industries striving for profit.8 
My analysis of the diverse motives and rationales behind the Stanford 
biochemists’ participation in the biotech industry illuminates the shift-
ing boundary between the moral and capitalistic economies of science in 
commercial biotechnology’s coming of age.9

Therefore, this chapter illustrates a moral dimension of academic sci-
entists’ entrepreneurial forays into commercial biotechnology in the 
1980s. As scholars in science studies have pointed out, several social, eco-
nomic, and technological factors influenced the emergence of scientist- 
entrepreneurs in biomedicine; these included calls for relevance in bio-
medical research in the 1970s, new financial incentives for venture capital 
investment, and managerial and technological imperatives (i.e., produc-
tion and circulation of large- scale biomedical materials) that drove the in-
dustrialization of the biomedical enterprise.10 The emerging link between 
private ownership and the public interest highlights the importance of a 
shift that complemented and reinforced those discrete developments; this 
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change involved a positive moral rendering of the privatization of bio-
medical research that was believed to bring medical benefits.11 For ex-
ample, in 1977, Boyer passionately argued that his motivation behind the 
founding of Genentech was to see that recombinant DNA technology 
“gets transferred to private industry so that public benefits come out as 
soon as possible.”12 My analysis of the Stanford biochemists’ attempts 
to reenvision their biomedical enterprise through their connection with 
private industry illustrates the changing moral and political landscape of 
biomedical research in late- twentieth- century American capitalism.

In the first section of this chapter, I examine how the leveling of federal 
funding for biomedical research in the mid- 1970s introduced fiscal chal-
lenges and financial instability in research universities; this was especially 
true at Stanford where government grants supported a large share of its 
medical research. I then situate the Stanford biochemists’ changing per-
spective on industrial support in biomedicine against the backdrop of the 
shifting federal research economy. The scientists understood that, prop-
erly instituted, an industrial affiliation could provide more flexibility for 
their research than federal support. More importantly, in their attempts to 
forge a new relationship with industry, the Stanford scientists raised a set 
of critiques on the various patterns of industrial affiliation in biotechnol-
ogy. I examine what they perceived as problematic patterns in the com-
mercialization of biomedical research and investigate how they tried to 
build what they regarded as an “academic” research institute in a corpo-
rate setting.

The Stanford biochemists’ deliberations on various modes of indus-
trial affiliation and commercial enterprise also reflected their effort to 
preserve their collaborative practices, which they believed crucial to the 
flexibility and productivity of their research. Reflecting on the proper re-
lationship between scientific research and technology transfer in the com-
ing of age of commercial biotechnology, they perceptively noticed that 
industrial support, including IAP, had its own limitations, compared with 
federal, philanthropic, and other public support. The fate of DNAX, its 
difficulties in attracting investment and its subsequent acquisition by a 
major pharmaceutical company, illustrates limitations that academic biol-
ogists faced in finding a proper balance between research and commerce. 
The chapter concludes with an examination of a biotechnology confer-
ence in 1980 by the president of Stanford University, Donald Kennedy, 
to discuss the commercialization of academic research. By analyzing how 
university administrators and academic scientists tried to deal with the 



176 chapter six

rush to privatize research, I end by probing the changing academic per-
spectives on the emergence of biotechnology.

The Financial Instability of Stanford’s Biomedical Enterprise

The Stanford Medical School was one of the major beneficiaries of fed-
eral support in biomedical research after World War II. The school’s ex-
pansion was heavily underwritten by federal grants; these supported its 
ambitious relocation from San Francisco to the Stanford University cam-
pus in Palo Alto in the late 1950s, as well as its major investment in basic 
biomedical sciences, such as biochemistry and genetics. When the medical 
school established the Biochemistry Department in 1959, the provost, 
Frederick Terman, adopted his postwar expansion strategy, charging fac-
ulty salaries and university overhead to the federal government. In terms 
of its financial arrangement, especially its heavy dependence of federal 
funding, Stanford’s medical school could be characterized as an exemplar 
of what Clark Kerr called “the federal grant university.”13

The enormous expansion of federal support of science after World 
War II left an enduring institutional legacy for research universities, es-
pecially for Stanford. Above all, Stanford’s heavy dependence on the fed-
eral government for financial support made the university vulnerable to 
major shifts in public and private funding for scientific research. As cul-
tural and political attitudes toward science underwent a profound shift in 
the late 1960s, biomedical researchers began to be aware of their height-
ened reliance on the public through government support.14 Lay activists 
and medical professionals were growing impatient with the relative lack 
of tangible clinical and medical progress from basic biomedical research. 
By the early 1970s, political attitudes regarding biomedical research had 
shifted as politicians and the public increasingly called for relevance in 
biomedical research with more tangible medical applications.15 The Nixon 
administration’s War on Cancer campaign signaled major changes in fed-
eral priorities for biomedical research and encouraged some scientists to 
shift their research agenda toward areas like cancer, heart disease, and 
human cell biology.

The War on Cancer Act was enacted in 1971 with the intention to in-
crease investment in the one specific disease category of cancer. This 
raised serious concerns among academic scientists and university admin-
istrators about the federal support of biomedical research. For academic 
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researchers who had become increasingly dependent on federal funding, 
the growing public and political demand for goal- oriented research and 
immediate medical applications presented an especially challenging en-
vironment. To some scientists, the political demand often seemed to be 
accompanied by a lack of appreciation for the unpredictable nature of 
scientific research. In order to assuage this pressure on biomedical re-
search, Senator Edward Kennedy helped establish a President’s Biomed-
ical Research Panel in early 1974. Its aim was to ensure that the NIH 
was achieving the proper balance between basic and applied research in 
its support for biomedicine. The panel’s final report warily observed that 
“current trends in the thinking of the Administration and the public favor 
disease- targeted research, primarily on cancer and cardiovascular dis-
eases, for which funds are provided in larger amounts than ever before.”16 
The report criticized this disease- focused approach because it essentially 
resulted in the relative neglect of basic biomedical research, which often 
had “little public visibility and no emotional appeal.”17

In the early 1970s, the Stanford biochemists worried whether the grow-
ing demand for medical applications and accountability might undermine 
federal funding for some essential areas of biomedical research that could 
not be directly tied to a tangible medical and economic outcome; these 
areas included basic research and student training. When Paul Berg, then 
the chair of the Stanford Biochemistry Department, observed the contro-
versy over the proposed termination of the NIH’s training grants for stu-
dents in biomedical research, he expressed concern about the careers of 
the department’s six incoming graduate students. These included one of 
his students, Janet Mertz:

I think they are a very bright group; many of them have had extensive research 

experience and all of them are eager to conquer the world! The only concern 

I have is what will happen to these people four to five years hence. If there 

is in fact a constriction in the opportunities for biochemically trained people 

at that time, we shall have on our hands the responsibility of trying to figure 

out what to do with them and how to place them. This doesn’t even take into 

account the problem of what will happen if the [NIH’s] Training Grant funds 

are  eliminated.18

Indeed, the NIH support for graduate education through its training grant 
programs to academic institutions had been phasing out for individual 
awards and much reduced for institutional awards since 1972.19
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More importantly, the President’s Biomedical Research Panel pointed 
out that the huge influx of federal funding to research universities and 
medical schools in the previous twenty- five years had created the po-
tential for severe financial instability. By the late 1960s, the federal sup-
port of biomedical research totaled approximately half of research grant 
and contract funds in major research universities. The panel found that, 
in its support of scientific research, the federal government treated ac-
ademic institutions “strictly as research outfits” and cared “little about 
their fate either before or after the research projects it supports are car-
ried through.”20 More problematically, without due consideration of a po-
tential reduction in federal support of science, universities had opportu-
nistically expanded their faculties and facilities using government funds. 
In consequence, the “potential for crisis” in academic institutions became 
particularly serious when large research projects or disease- related cen-
ters were established, as in the War on Cancer. Any significant reduction 
or shift in federal funding of biomedical research could thus introduce a 
distressing financial instability to an academic institution.

What would be the implications for research institutions of a major 
cutback in federal funding after nearly twenty years of rapid expansion 
in support? With the imminent prospect of a federal funding reduction 
amidst the economic recession of the 1970s, the panel’s report cautioned 
the government to be aware of a potential crisis in research universities:

NIH— and beyond NIH, the federal government— should recognize the dan-

gerous degree of instability introduced in the financial structure and general 

activities of Universities and Medical Schools by the rapid expansion of feder-

ally supported research programs carried out in these institutions.21

Stanford administrators were particularly concerned about their 
medical school’s dependence on federal support of research and educa-
tion. In 1969, 60 percent of the medical school’s budget was supported by 
federal research funds. In fiscal year 1973– 74, this had increased to 64 per-
cent (twenty- three million dollars of the medical school’s thirty- six million 
dollar budget was from the federal government).22 In late 1974, the dean 
of the medical school, Clayton Rich, circulated a memo that projected a 
“major deficit” in the next few years due to inflation and the economic 
recession. Though the Stanford Biochemistry Department had garnered 
generous federal support (its federal grants amounted to one million dol-
lars in 1975, a two- fold increase from five hundred eight- two thousand 
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dollars in 1966), faculty members increasingly realized that the further ex-
pansion of federal support in biomedical research might be  unsustainable.

By the late 1970s and early 1980s, the Stanford biochemists were in-
creasingly concerned about the general decline of federal support, which 
was leading to escalating competition and political demands for relevance 
in their research. In a 1981 faculty meeting, Kornberg spoke disparag-
ingly about the recent flattening of federal funding, complaining about 
the growing competition for grants, governmental shifts to smaller grants, 
and “increased nuisance” in federal funding, including the demand for 
relevance and accountability in grant applications. For him, these shifts 
made federal support far less attractive because of the loss of autonomy 
and flexibility. As Kornberg repeatedly stressed, creative scientific re-
search could thrive only when scientists had freedom to pursue unex-
pected experimental findings, regardless of other considerations. In addi-
tion, the growing emphasis on accountability by the government made it 
increasingly difficult for scientists to acquire funds for advanced labora-
tory equipment, and expansion and renovation in research laboratories. 
This relative lack of flexibility prompted Stanford scientists to seek less- 
restrictive funding from other sources.23

By the late 1970s, Stanford’s medical school, which accounted for 
42 percent of the university’s entire operating budget, seemed to face a 
financial crisis of its own. The medical school and teaching hospital, as a 
news article in Science put it, were “in the throes of a fiscal and adminis-
trative crisis that offers no ready or painless resolution and shows every 
prospect of worsening.”24 In addition, the medical school’s greater em-
phasis on research (rather than clinical care) underwent a critical altera-
tion due to recent changes in federal healthcare policy. The passage of the 
Medicare Act in 1965 and the relative leveling federal funds for biomedi-
cal research from the early 1970s resulted in the balance of power shift-
ing away from basic biomedical research toward clinical activities.25 By 
the late 1970s, when clinicians brought in a major portion of the school’s 
budget through its teaching hospital, their influence loomed large. Con-
sequently, the medical school’s identity as a research- oriented institution 
was challenged.

Kornberg, who had led his research group’s move to Stanford from 
Washington University in St. Louis, with the aim to build a biomedical 
school where biological advances would fundamentally shape the tra-
jectory of medicine, declared in 1977 that “basic science at Stanford is a 
paper tiger.”26 Though faculty members in the basic biomedical sciences, 



180 chapter six

such as biochemistry, molecular biology, and genetics, became promi-
nent leaders in their fields of research, the initial plan for the Biochem-
istry Department and its central role in the development of a research- 
oriented medical school never ultimately materialized. By the late 1970s, 
the medical school’s initial vision to develop an outstanding program of 
basic medical science through its integration with biochemistry (Korn-
berg’s group), biology (Charles Yanofsky’s group), chemistry, clinical 
science (Henry Kaplan’s group), and genetics (Joshua Lederberg) had 
fallen apart. Kornberg increasingly lamented that the school had drifted 
steadily toward emphasizing clinical practice and moneymaking activi-
ties.27 Faced with the unfavorable political climate, the flattening of fed-
eral support in biomedical sciences, and a growing clinical orientation in 
the medical school, Stanford biochemists began to seriously contemplate 
the long- term prospect of their department.

Sharing Patterns in Biotechnology’s Coming of Age

The emergence of biotechnology as a commercial enterprise loomed 
large as Stanford biochemists discussed how to thrive in the shifting eco-
nomic and legal environment of biomedical research. At a time when the 
nascent biotech industry was drawing huge financial resources from ven-
ture capitalists, Stanford biochemists regarded it as a potential source to 
support their research and education through patenting and industrial af-
filiations. In their deliberations, the faculty worried about whether a com-
mercial tie might be compatible with their moral economy of science, in 
which the sharing of ideas, materials, and monies contributed to produc-
tive collaborations and unexpected experimental findings. Amid the rap-
idly growing commercial interests of venture capitalists and university re-
searchers in genetic engineering, more academic institutions and scientists 
aggressively tried to retain the rights to patents resulting from inventions 
that originated in their laboratories. This trend to claim proprietary rights 
on discoveries made in an academic setting prompted concerns about the 
potential impacts of commercialization on academic institutions; these 
possible effects included the increase of secrecy and conflicts of interests. 
For example, on December 1980, Stanford president, Donald Kennedy, 
called for a meeting among university and biotech industry leaders to 
confront “the rush to proprietary control of recombinant DNA research”; 
he wanted them to consider the importance of the academic culture of 
openness and free exchange of ideas.28
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The proliferation of ownership claims of key research tools and mate-
rials in molecular biology posed a particular threat to the work of Stan-
ford biochemists, among whom the semicommunal ownership of ideas, 
tools, materials, and research monies had been fostered. Indeed, their ex-
perience underscored how the pursuit of proprietary interests and patent-
ing impeded the open exchange of research materials among researchers. 
They saw this worrisome trend to claim proprietary rights of key research 
techniques and materials accelerating. A few years later, after the first in-
stance of a refusal to disseminate a research material (Cohen’s plasmid 
pSC101) at Stanford, Berg himself encountered what he regarded as an-
other example of the emerging culture of secrecy; in early 1979, he re-
quested some clones from the Stanford biologist Robert Schimke, who 
was collaborating with Cohen in order to express a functional mamma-
lian protein in bacteria.29 Schimke, however, was hesitant to distribute his 
dihydrofolate reductase clones, one of the first plasmid clones that could 
express mouse genes encoded for an enzyme. Infuriated, Berg considered 
Schimke’s refusal fundamentally detrimental to the scientific enterprise, 
where collegial and open exchange could ideally foster scientific creativity 
while regulating competitive feelings. Berg wrote to Schimke:

Losing my temper when we spoke the other night was a foolish and useless re-

sponse. I’m sorry it came to that; but let me reiterate that I meant every word I 

said, it’s only the tone I regret . . . When I asked you yesterday if I could come 

over and pick up a culture and possibly some DNA, you said that would be 

fine, but that you’d have to come over here to get it and would I come over 

to your lab in the afternoon . . . What followed seemed like a run of inconsis-

tent statements: “I have to protect myself”; “When my MUA [Memorandum 

of Understanding Agreement necessary for recombinant DNA experiments] 

is approved on Feb. 13 you can have the clone”; “I don’t have the clones or the 

DNA here”; “Stan[ley Cohn] is making the clones available tomorrow, yes he’s 

going to send them to people tomorrow.” If Stan was sending them out tomor-

row what was all the fuss about our not being able to have them or having to 

wait until you felt secure . . . 

By contrast to the experience in this instance I can reflect with satisfaction 

and appreciation on the openness, cooperation and generosity of Tom Mania-

tis, Rich[ard] Axel, and many others in the SV40 field. I can’t recall even once 

being refused by another lab when I requested enzyme, a particular mutant, 

virus or bacterial stocks, etc . . . Seeing that kind of behavior in this instance was 

particularly disappointing. Considering Stan’s past behavior perhaps I should 

not have been so surprised by his stand, but yours seemed out of character. 
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It’s not the proper way to do science; and it’s doubly bad because it shows 

young people around us some of the very worst faces of what they dub the 

“rat race.”30

When Stanford biochemists cautiously deliberated on a possible affili-
ation with private industry, faculty members worried about potential dis-
ruptions that a commercial affiliation might create in their particular de-
partmental research culture. In a 1979 faculty meeting, Kornberg reflected 
on the history of the department’s moral economy. Kornberg noted that 
his teachers, such as Carl Cori, had exhibited resistance to federal sup-
port because of the potential danger of government control over science. 
Kornberg and his colleagues had instituted a departmental fund- pooling 
practice in order to establish an unrestricted source of money that they 
could share. By turning the research grants into a semicommunal re-
source, Stanford biochemists believed they could alleviate governmental 
intrusion in the affairs of science. The sharing of research materials, in-
struments, and space had been encouraged not only to save funds but also, 
more importantly, to foster the productive exchange of scientific ideas. 
Thus, the ability to control their research directions, while maintaining 
their communal laboratory culture, was one of the critical considerations 
when Stanford biochemists looked for another source of support research 
in the late 1970s.31 Kornberg emphasized:

Our traditional pattern of sharing funds and resources has been successful. It 

accounts in part for the spirit and quality of the department. This pattern can 

also be defended for its economies in large equipment, expendables, space and 

technical staff. The scientific interactions generated by this sharing are a price-

less dividend . . . The pattern has also made possible a greater flexibility in the 

size and operations of a research group from an ebb, say, during a sabbatical 

period to a surge when a “breakthrough” comes . . . 

However, all patterns in our affairs must be continually adapted to the 

variety of external and internal changes that affect us (evolution is essential for 

survival). For this reason, I agree that it is appropriate to consider the recent 

changes imposed on us, our responses to them, and how we should prepare 

for the future. The principle external changes are the sharp declines in fund-

ing resources (federal, foundation, Stanford) and the resultant greater efforts 

needed to get the money and to account for it . . . I would suggest several 

moves that may improve our financial security without distorting the traditional 

pattern.32
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As Kornberg saw it, the Stanford biochemists’ collective practices had 
productive effects when they all shared similar research interests on the 
structure and function of genes and chromosomes in the 1960s. The diver-
sification of their research interests in the 1970s, however, raised the ques-
tion of whether the sharing pattern would still lead to frequent collabora-
tion and interaction between faculty members and research groups. Even 
so, they agreed that their sharing practice could provide a greater flexi-
bility in the size and operations of the department, helping to maintain 
more autonomy at a time when political demands seemed to dictate the 
direction of research agendas through the distribution of federal grants. 
The departmental patterns for sharing and interaction had been “cru-
cial to the success of the department” and had fostered the development 
of recombinant DNA technology. Thus, the Stanford biochemists con-
cluded that they search for new industrial support, but that they should be 
“strongly committed to preserving and strengthening their research prac-
tices in the years ahead.”33

While deciding to pursue industry as a potential supporter of biomed-
ical research, the resulting resolutions at a faculty meeting underlined 
that financial considerations should not influence the operation of the de-
partment. In terms of their grant pooling practice, they agreed that each 
faculty member and his group would make a “realistic estimate” of their 
income and spending. As Stanford biochemists’ double- bookkeeping 
practice had not earlier recorded each group’s expenses (see chapter 1), 
there had been little incentive to reduce inequalities and seek additional 
funds. However, as calls for accountability and relevance in federal fund-
ing intensified, they modified their double- bookkeeping practice in early 
1980 so that each group could be accountable for their expenses. The new 
accounting method was designed to provide “only reasonable estimates” 
as a guide, rather than a strict financial budget (see figure 6.1).

In terms of patenting and licensing, faculty members took a cautious 
position. With its need for a clear determination of the inventor, patenting 
could be potentially detrimental to a collaborative research culture. As 
the July 1980 faculty meeting minutes indicated, concerns were expressed 
about “problems connected with patenting discoveries made in the de-
partment.” While faculty did not oppose patenting as a potential means 
of financial gain, the pooling of research grant monies at the department 
made it necessary to have a discussion about the distribution of income 
from patenting. Stanford’s existing policy dictated that the income gener-
ated by patenting and licensing should be divided evenly among an inven-



figure 6.1. Stanford Biochemistry Department budget 1981. From 1959, Stanford biochem-
ists maintained double-bookkeeping for their research grants, recording grant income from 
each faculty member. However, they recorded only total expenditures, which made it impos-
sible to know each group’s spending amounts (see chapter 1). The budget document changed 
in 1980 under financial pressure, and the department then recorded each group’s individual 
expenditures so that they could be more financially accountable. Image from “Monthly Finan-
cial Statements,” 28 April 1981, Paul Berg Papers, Stanford University Archives, SC 358, box 
18, folder: Faculty Minutes. Reproduced with permission, Department of Special Collections, 
Stanford University Libraries, Stanford University.
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tor, the department, and the university. At the July meeting, faculty could 
not reach a decision on “whether or not to have a departmental policy on 
the distribution of profits from patents and licenses” that differed from 
Stanford’s policy.34 Nevertheless, when faced with financial instability and 
lured by the potential for enormous profits from the nascent biotech in-
dustry, Stanford biochemists more actively explored alternative modes of 
support for biomedical research from industry, asking how best to pre-
serve their distinctive research practices amid the coming of age of com-
mercial biotechnology.

The Industrial Affiliation Program

In the Stanford biochemists’ search for alternative modes for financial 
support, the nature of the funding was as important as the total amount. 
From the late 1960s, increasing demands from funding agencies for rele-
vance and accountability seemed to the Stanford biochemistry faculty to 
unnecessarily reduce both their flexibility and control. It was in this cli-
mate that industry reemerged as an alternative source of financial sup-
port. As early as 1974, the editor of Science, Philip Abelson, claimed that 
scientists needed to reconsider their wariness of industrial support:

[A]t one time, industry was a prime supporter and defender of academic insti-

tutions. During the last two decades, however, while universities fell into de-

pendence on government, industry and universities have been estranged. But 

academia now understands that it cannot count on government for sustained 

rational behavior . . . [I]f anything is clear, it is that we cannot depend solely on 

the wisdom of politicians in the solution of long- range problems. We must find 

better ways. A closer cooperation of academic scientists and dynamic elements 

of industry could lead to effective actions.35

In a faculty meeting, Berg suggested that an Industrial Associate Pro-
gram (IAP) similar to that of the Chemistry Department, might offer ad-
ditional resources without imposing too many limitations on research or 
the department’s educational missions. The IAP would provide an op-
portunity for affiliate companies to acquire current information on new 
trends and potential applications in biochemistry, molecular biology, and 
related fields. Each affiliate would have a direct liaison with a specific 
faculty member who would visit the company once a year to introduce 
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recent developments in biomedical research. With an annual fee of about 
ten thousand dollars, IAP members would have an opportunity to partici-
pate in an annual symposium once a year to discuss their research inter-
ests with faculty members, students, and postdoctoral fellows. In addition, 
each affiliate could have access to students and fellows who might con-
sider an opportunity to work for the company.

In late 1979, the Stanford biochemists prepared a draft of guidelines 
for their IAP in consultation with the Chemistry Department, stressing 
that the program should not interfere with their core research missions.36 
From the outset, Stanford biochemists indicated that this program should 
not be considered a consulting agreement and that the affiliates should 
not expect their liaison faculty members or students to necessarily re-
spond to their research needs. As they underlined, the program was in-
tended to introduce recent advances in molecular biology, as well as po-
tential employees, to each affiliate.

As the IAP guidelines indicated, Stanford biochemists would use its 
membership fees to “diversify the department’s financial support and to 
minimize the effects of fluctuations in federal research funding, particular 
for basic research.”37 Above all, the program could provide unrestricted 
funds that would allow more flexibility than many governmental sources. 
The Biochemistry Department’s IAP was particularly attractive in this re-
spect. In contrast to the restrictions that project- based government grants 
involved, income from IAPs could provide support for more unusual and 
risky research projects, graduate student training, or new equipment and 
laboratory construction. The program in turn would be a new way to pro-
vide other career opportunities and funding for its graduates, especially 
foreign fellows who were not eligible for various forms of support in the 
United States. It was decided that this program would be a top priority in 
the department’s search for new support.

In early 1980, Stanford biochemists sent invitations to various chemi-
cal and pharmaceutical companies that might be interested in learning 
of recent advances in molecular and cell biology through their IAP. The 
aim of their program, as the letter indicated, was to “promote the rapid 
transfer of information, techniques, and ideas” in genetic chemistry and 
cell biology.38 The department’s IAP began with eleven affiliate compa-
nies in September 1980, each contributing an annual membership fee of 
twelve thousand dollars. The first affiliate member list consisted of major 
chemical, biotech, and pharmaceutical companies; in 1980, these included 
Bethesda Research Laboratories, Bristol- Myers Company, Cetus Corpo-
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ration, Chevron Research Company, E. I. DuPont, Genentech, General 
Electric, Hoffmann- LaRoche, Mallinckrodt, Monsanto Company, P. L. 
Biochemicals, Revlon Health Care, Smith Kline & French Laboratories, 
Syntex Research, and the Upjohn Company.

The IAP only brought a modest income compared with major federal 
grants. This support, as department head A. Dale Kaiser noted in the early 
1980s, would not be a major source of income, but it would “act as a cush-
ion” for the department in coming years.39 From its inception until 1990, 
the IAP generated about one hundred sixty thousand dollars per year.40 
Despite this modest income, the Stanford biochemists contended that the 
IAP program, when compared with commercial ties with a company, con-
sulting, or contractual work, did not interfere with their research and edu-
cational activities. Instead, the program provided unrestricted funds that 
could be used without the unreasonable demands and obligations that 
Stanford biochemists sometimes felt were part of the federal or philan-
thropic grants.

DNAX: An Alternative Form of Biomedical Enterprise

As early as 1976, entrepreneurial biochemists and molecular biologists, 
such as Herbert Boyer, William Rutter, and Walter Gilbert, created new 
forms of commercial enterprise in biomedicine with the infusion of ven-
ture capital. Often capitalizing on the technological potentials of recom-
binant DNA technology and monoclonal antibody technology, these 
companies, epitomized by Genentech and Biogen, would spawn the bio-
tech boom in the early 1980s. When Genentech went public in October 
1980, its initial stock offering was valued at about $89 a share, and Boy-
er’s stake in Genentech was worth approximately $37 million by the end 
of 1980.41 It was a stunning financial success for a company with no vi-
able product, and this prompted other academic scientists and universi-
ties to appreciate commercial potentials in the application of biomedi-
cal technologies.42

In this biotech boom of the early 1980s, a number of research univer-
sities tried to find a prudent way to commercialize inventions from aca-
demic laboratories. Stanford and the University of California, Berkeley 
(UCB), with their expertise in biomedical research and their proximity to 
venture capital firms, such as Kleiner & Perkins, tried to pioneer a novel 
corporate structure that would avoid potentially harmful effects that a 
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university- industry joint commercial venture might have on academic re-
search and education. In their attempt to properly balance academic pur-
suits and commercial interests, Stanford and UCB researchers devised an 
organizational separation between a nonprofit research center and a for- 
profit biotech company. First, they founded a biotech company, Engenics, 
with start- up capital from six sponsoring companies.43 In connection with 
this biotech company, Stanford and UCB created a nonprofit research 
center, the Center for Biotechnology Research, which was financed by 
Engenics. The two universities would hold patent rights arising from the 
center’s research activities, and the six sponsoring companies could li-
cense those patents with commercial potential.

Engenics, by introducing an equity incentive between the research 
center and the company, tried to avoid a direct financial link to its re-
search laboratories at the center. Engenics distributed 30 percent of its 
equity to the center, and the center used the money to support the re-
search projects of faculty members, such as Alan Michaels and Channing 
Robertson from Stanford’s Department of Chemical Engineering and 
Harvey Blanch, a UCB professor of chemical engineering. The scientists 
who founded Engenics obtained a 35 percent stake of its equity, and the 
six sponsoring companies took the remaining 35 percent of its equity in 
return for their initial investment, which was $2.4 million dollars. With 
this equity incentive structure, the academic scientists believed they could 
maintain the center’s independence as an academic institution. The com-
pany in turn did not control or oversee the center’s research projects. As 
Stanford professor Robertson said, “a great deal of care has been taken 
to maintain this separation [between the center and Engenics] not only 
to protect the intellectual sanctity of the situation but to ensure that the 
Center can operate free from external pressures.”44 Engenics was formally 
established in September 1981.

Though Stanford biochemists did not participate in the initial wave of 
commercial biotechnology, one entrepreneur did try to use their exper-
tise in recombinant DNA and genetic chemistry. Alejandro Zaffaroni had 
maintained a relationship, both as scientist and patron, with the Stanford 
Biochemistry Department from the late 1960s. He had started his career 
as a scientist and then founded ALZA, a pharmaceutical company spe-
cializing in drug delivery systems. Kornberg had served on the scientific 
advisory board of ALZA since 1968. As a sign of appreciation, Zaffaroni 
donated fifteen hundred shares of ALZA stock to Kornberg’s depart-
ment in 1969; this totaled about sixty thousand dollars, which was worth 
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more than three years of a faculty salary at Stanford in the late 1960s.45 
Since 1969, Zaffaroni generously donated gift funds to the biochemistry 
 department.

Zaffaroni became involved with the commercialization of biomedical 
research in the late 1970s when Harvard scientists asked him to join one 
of the university’s new ventures in biotechnology, the Genetics Institute. 
At about the same time, the Stanford biochemists became aware of En-
genics’s plan, especially its commercial arrangement that could maintain 
scientists’ own research interests in a biotech company. In the late 1970s, 
Engenics invited Kornberg, Berg, and Yanofsky to join its venture into 
commercial biotechnology. They, however, were not so interested in the 
bioengineering project that Engenics wanted to develop. Engenics’s ini-
tial aim was to improve technologies within two or three years for the 
mass production of bacterial cultures and animal cells in order to isolate 
and purify useful biologicals produced by genetic engineering. However, 
impressed by its organizational arrangement that tried to balance re-
search and commercial imperatives, Kornberg did consult with Zaffaroni 
about whether Engenics could provide him with viable scientific opportu-
nities and financial stability. Intrigued by Kornberg’s interest in a biotech 
venture, Zaffaroni instead suggested to him that it might be better to es-
tablish a new biotech company in areas of their own research interests in 
molecular biology and biochemistry. Led by Kornberg, Berg and Yanof-
sky also began to seriously consider a new biotech venture.

Intrigued by the commercial, organizational, and scientific prospects in 
launching a new form of biotechnology, Zaffaroni and Kornberg agreed 
to form a company by establishing DNAX, an independent research insti-
tute, in 1979. Berg and Yanofsky were attracted by Kornberg’s portrayal 
of DNAX as “an enterprise in which topflight science [can be] linked to 
long- range medical objectives”; the company appeared to be “an attrac-
tive entry into the biotech parade.”46 The “Stanford Three”— Berg, Korn-
berg, and Yanofsky— served on the new research institute’s scientific advi-
sory board, soon to be established as the DNAX Research Institute. Berg 
and Yanofsky, pioneering players in recombinant DNA research in the 
1970s, had both been critical of the early biotech ventures engaged in by 
fellow scientists. To them, the relentless pursuit of patenting often seemed 
to trump obligations for medical innovations that made the institutional 
and legal existence of private biotech ventures possible. They shared a be-
lief that a new form of commercial organization for biomedical research 
and development could be arranged without what they regarded as im-
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proper and harmful arrangements between academic scientists and indus-
trialists that were often exacerbated by insatiable profit motivations.

Berg in particular criticized Boyer’s establishment of Genentech in an 
academic setting. He recalled that Genentech’s “improper” use of mate-
rials and instruments for the company in Boyer’s laboratory at the Uni-
versity of California, San Francisco (UCSF), provided a recipe for disas-
trous personal and institutional conflicts over the ownership of research 
materials and intellectual property rights:

[Genentech] created a lot of problems with UCSF, enormous angst: Who did 

what? And who owned what? And so on and so forth. There were probably 

suits between UCSF and Genentech about materials. Genentech didn’t have 

a place to work. So Herb Boyer, who was “Genentech,” was working at UCSF 

laboratories, and that, most of us thought, was totally improper.47

Genentech decided, in 1978, to establish its own facility in South San 
Francisco, and hired some UCSF researchers who had been working on 
the cloning of the human growth hormone gene. Soon, however, allega-
tions emerged that two Genentech researchers, Peter Seeburg and Axel 
Ullrich, “transferred” some key research materials in gene cloning, includ-
ing synthetic DNA necessary for producing a human growth hormone, 
from a laboratory at UCSF to Genentech; they were said to do this with-
out authorization from the lab’s chief, Howard Goodman. Both Seeburg 
and Ullrich had previously worked for Goodman, who was consulting 
on human growth hormone for Eli Lily, and his laboratory was compet-
ing against Genentech and Biogen over the production of the hormone 
via gene cloning. Genentech’s subsequent success in the cloning of the 
human growth gene after Seeburg and Ullrich’s midnight raid of Good-
man’s lab eventually led a bitter legal battle between Genentech and 
UCSF, highlighting potential tensions between academic and commercial 
 institutions.48

In launching DNAX, the Stanford Three and Zaffaroni aimed to over-
come what they identified as three major shortcomings of recently es-
tablished startup biotech ventures.49 First, they criticized a commercial 
strategy of some biotech companies that had focused on the monetiza-
tion of intellectual property.50 With no viable product sales, new startup 
companies tried to generate their revenue by the licensing of processes, 
which often could be substituted for other processes in a short time. The 
founders of DNAX believed this licensing strategy to be a “precarious” 
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one that could not guarantee the long- term growth of the company. Sec-
ond, in regard to the financial strategy of a new biotech venture, they ac-
knowledged that those companies with no immediate commercial prod-
ucts were destined to struggle for additional investments. By selling new 
equity shares in order to raise additional capital, the owners often diluted 
the shareholder base, hurting existing shareholders. Third, they cautioned 
that a significant ownership of a biotech company by one or two major 
companies could “greatly reduce the freedom of opportunity” in a new 
venture. They believed the recent trends in the acquisition of a biotech 
startup by big pharmaceutical and chemical companies would hamper any 
innovative and independent aspects of new companies.51

DNAX’s organizational structure was adopted from that of Engenics, 
which was rather unusual from other commercial ventures in biotechnol-
ogy. The core of DNAX would have two separate entities: DNAX Ltd. 
and DNAX Research Institute of Molecular and Cellular Biology as a 
research subsidiary of DNAX Ltd. The former would function as the en-
trepreneurial base, identifying business opportunities and building joint 
ventures with major corporations. A joint venture, a spin- off from DNAX, 
would focus on product development based on novel processes or tech-
nologies arising from the DNAX Research Institute. The corporate joint 
venture would then commit its financial and technological resources to 
full- scale production of a commercial product. Though the DNAX Re-
search Institute was wholly owned by DNAX Ltd, the research institute 
was insulated from commercial joint ventures (see organizational chart in 
figure 6.2).

The scientific advisory board, which initially consisted of three Stan-
ford scientists, Kornberg, Berg, Yanofsky, and two Harvard scientists, 
Judah Folkman and Kurt Isselbacher, oversaw DNAX’s overall research 
program and policy guidance. DNAX scientists and technicians, mainly 
consisting of protein chemists, nucleic acid– cloning and – sequencing 
chemists, DNA synthetic chemists, animal cell– culture specialists, immune 
biologists, and associated technicians, would participate in product pro-
gram teams. They would be responsible for carrying out basic research 
projects until they could demonstrate the feasibility of a viable product. 
If a product program team came up with a potentially viable process or 
product, a management team of DNAX, Ltd, would find a business part-
ner and initiate a joint venture.52

This flexible business organization, especially its joint venture struc-
ture, was intended to deal with the inherent scientific uncertainty in the 
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business of biotechnology by enabling DNAX to take advantage of any 
unanticipated experimental findings. DNAX could form a joint venture 
with whichever corporate partners it could find based on its technological 
expertise. As emphasized in the business plan, “the key to DNAX’s com-
mercial strategy is flexibility. It simply is not known at this time what the 
course of technological application in the fields of genetic chemistry and 
cellular biology is going to be. The Joint Venture strategy basically pro-
vides a framework for continued growth as long as opportunities can be 
identified.”53

If DNAX’s flexible organizational structure and commercial strategies 
were established to avoid three major problems occurring in recent bio-
tech ventures, its separation of managerial and scientific entities was de-
signed to develop an ideal biotech research institution that could main-
tain healthy interactions with the academic community. In DNAX’s 
mission statement, Kornberg insisted on including the following phrase: 
DNAX was to provide “fair and appropriate recognition to academic sci-
entists and their institutions for product developments based on their dis-
coveries.”54 Kornberg and Zaffaroni believed recent biotech companies, 
with their narrow focus on patenting and licensing of academic research, 

figure 6.2. DNAX organizational chart. DNAX consisted of two separate entities, DNAX 
Ltd. and the DNAX Research Institute of Molecular and Cellular Biology. The former dealt 
with business and managerial tasks, and the latter carried out major scientific projects. The 
development of a potential product was carried out in each joint venture, in scientific consul-
tation with the research conducted. Joint ventures could be formed anywhere in the world. 
Image from DNAX, “Business Plan,” 20 May 1981, p. 10, DNAX Papers, Arthur Kornberg 
Personal Collections, Stanford University. Reprinted by permission from Arthur Kornberg.
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exhibited the failure to develop a long- term relationship with the aca-
demic community:

In addition to the shortcomings of the recently established ventures [outlined 

above], DNAX believes that most have failed to establish the proper relation-

ship with the academic community which DNAX thinks is so vital for survival 

in the longer term. DNAX’s objective is to develop policies which could be-

come the model for productive relationships between an industrial enterprise 

and academic institutions. DNAX’s Scientific Advisory Board will be critical in 

this regard.55

The rapid pace of technological innovation in biotechnology had often 
made a new technology or patent become quickly obsolete. More prob-
lematic was the exchange between academic scientists and industrial-
ists, which was often obstructed by concerns about industrial secrecy. The 
members of DNAX’s scientific advisory board wanted its research insti-
tute to be an exemplar in its open interaction with the academic commu-
nity. Direct communication between academic scientists and industrialists, 
they underlined, would be critically significant to the business of biotech-
nology where innovation was based on the unpredictable development of 
basic biomedical knowledge.

DNAX’s insistence on its distinctive organizational features and the 
academic environment of its research institute were based on both well- 
intended ethical principles and business considerations. Zaffaroni and 
Kornberg believed that long- term business survival in biotechnology de-
pended on maintaining the creativity and academic freedom of the sci-
entists involved. If scientists were forced to work on a specific project 
without the freedom to publish, which was critical to their future career, 
it would be difficult to attract them to the company. In order to maxi-
mize proximity to Stanford’s biomedical research community, the DNAX 
Research Institute of Molecular and Cellular Biology was located in the 
Stanford Industrial Park in 1980.

In addition to establishing DNAX Ltd. separately from the DNAX 
Research Institute, the scientific advisors of the latter tried to secure aca-
demic appointments for their senior scientists. For example, at an April 
1979 faculty meeting in the Stanford Biochemistry Department, Kornberg 
proposed to appoint Ken- ichi Arai, who was to take a position as a se-
nior scientist at the DNAX Research Institute, as a visiting professor.56 
As Kornberg’s former postdoctoral fellow from 1977, Arai had already 
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returned to Japan in 1980 to take a faculty position in the University of 
Tokyo Medical School. Arai and his wife, Naoko Arai, however, were not 
satisfied with their situations in Japan. Like other assistant faculty mem-
bers, Ken- ichi Arai had joined a research group whose agenda was super-
vised by a senior faculty member. He had then started to work on GTP- 
binding proteins and their connection with the ras oncogene under the 
supervision of his mentor, Yoshito Kaziro. Naoko Arai, who was also a 
postdoctoral fellow at Kornberg’s laboratory, did not get a formal position 
at the University of Tokyo, and was working without any salary. Around 
that time, the ambitious Ken- ichi Arai was trying to organize the Asian 
Molecular Biology Organization (AMBO) with the help of Kornberg and 
James Watson, but soon this seemed an impossible task for a young fac-
ulty member.57

When Kornberg contacted the Arais with a position at DNAX that 
included Ken- ichi Arai’s joint appointment at Stanford’s Biochemis-
try Department, they were tempted by the offer. Kornberg emphasized 
that DNAX was recognized by the US State Department as an academic 
center for training and research, which alleviated immigration issues for 
foreign researchers. Moreover, DNAX would provide generous fellow-
ships for two to three years so that Ken- ichi and Naoko Arai could bring 
their graduate students or postdoctoral fellows to DNAX, to work on 
projects of their own choosing. For the Arais, it seemed like a better op-
portunity than their current situation at the University of Tokyo. With fur-
ther support by Schering- Plough (twelve million dollars) in the Stanford 
Industrial Park, DNAX built excellent facilities for protein microsequenc-
ing, recombinant DNA technology, and cloning work, both in bacterial 
and animal cells. DNAX’s scientific staff would soon be expanded to one 
hundred.58 Attracted by the opportunity to pursue research with generous 
funds and excellent facilities, the Arais decided to join DNAX in 1981. 
Kornberg assured them that scientific operations in the DNAX Research 
Institute would resemble those of the Stanford Biochemistry Department 
in terms of its open and academic atmosphere.

For its financial arrangements, DNAX took extra care in assembling 
its incentive and payment structure. In late 1980, Zaffaroni drew up a li-
censing arrangement with Stanford University for the use of Henry Ka-
plan’s cell lines for the production of human hybridomas. He intended 
to acquire an exclusive right to Kaplan’s cell lines and antibodies so that 
DNAX could be the sole distributor. Then DNAX could invest in the cell 
line’s further development and sell it to other biotech companies engaged 
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in monoclonal antibody production. In return for this arrangement, Zaf-
faroni offered Kaplan and Stanford cash royalty payments, or a modest 
equity stake in DNAX if Stanford or Kaplan preferred that option.59

This possible equity arrangement raised concerns among Stanford 
scientists. Berg wrote a letter to Zaffaroni indicating that he was “con-
cerned by the likelihood that such arrangements could be misinterpreted 
or generate future embarrassment and conflicts with the university.”60 The 
apprehension was about the appearance of conflicts of interest. He un-
derlined that part of DNAX’s goal was to promote a new model for the 
interaction between the academy and industry as a way to bring all pos-
sible benefits of biomedical research to the public. He also wrote: “in my 
view the [university’s] principle functions are to promote and carry out 
the scholarly, creative works that generate new knowledge and to pro-
mote ways and means of transmitting existing and new knowledge to its 
students and society at large.”61 Berg reminded Zaffaroni that the DNAX 
Research Institute was designed to function as an academic research insti-
tute inside the biotech venture. Scientists could regard an equity incentive, 
despite its good intentions, as financial pressure. In the same way, the uni-
versity’s stake in the equity could hamper the open interaction between 
DNAX researchers and Stanford scientists. Berg let Zaffaroni know that 
Kornberg and Yanofsky agreed with his opinion that DNAX should avoid 
profit- motivated incentives, including such an equity arrangement with 
the university. Berg advocated that the separation between the DNAX 
Research Institute, commercial enterprise and management, as well as its 
joint venture programs, would ultimately benefit both the company and 
the academy, leading DNAX to a scientific and commercial success.

DNAX: Immunogenetic Engineering

When Harvard scientists who were founding the Genetics Institute in the 
late 1970s approached Zaffaroni in the late 1970s, he asked his employee 
William P. O’Neill of his pharmaceutical company, ALZA, to evaluate the 
plan for the new institute. An expert on the new biotech industry, O’Neill 
had helped prepare a report for the congressional Office of Technology 
Assessment (OTA) on the current status and future prospect of commer-
cial biotechnology. This OTA report, Commercial Biotechnology: An In-
ternational Analysis, emphasized that the current boom in biotechnology 
represented a departure from the traditional biotechnology field (such as 
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industrial fermentation or mass- screening drug development) in its foun-
dational dependence on basic biomedical knowledge.62 As the OTA re-
port summarized, recently launched commercial biotech ventures used 
their expertise in recombinant DNA technology and hybridoma tech-
nology to help manufacture medically useful biomolecules, such as insu-
lin, interferon, and antibodies, on an industrial scale.63 By the late 1970s, 
numerous companies had grown out of molecular biology laboratories, 
including Genentech, Biogen, Genex, Hybritech, and Becton- Dickinson. 
O’Neill’s survey on the emerging biotech industry also pointed out the 
initial success of Cetus and Genentech, which prompted several major 
pharmaceutical companies and entrepreneurial ventures to establish re-
search projects based on the premise that “rational bioproduction is now 
feasible.”64

After Zaffaroni and Kornberg decided to start a biotech company, they 
prepared a business plan based on their scientific expertise. In Kornberg’s 
memo of 1980, he indicated that DNAX should be able to demonstrate 
its unique strength in the new field of genetic engineering. More specifi-
cally, he stressed that DNAX had three competitive advantages. First, its 
advisory scientists included two of the best researchers, Berg and Edgar 
Haber, in the field of recombinant DNA technology and immunology. 
Second, because of the expertise in these two areas, the combination of 
recombinant DNA technology with the hybridoma technology for the 
production of useful antibodies was likely to be the best potential product 
for DNAX. Third, AZLA’s drug delivery system would provide “dramatic 
examples of use of hormone, interferon, or vaccines.”65 DNAX’s scientific 
advisory board agreed that the focus of the company would be in the de-
velopment of genetically engineered antibodies for diagnostic and thera-
peutic uses. Kornberg also emphasized that DNAX’s open atmosphere 
and excellent resources could attract high quality scientists and venture 
capitalists. In preparing the business plan, the scientific advisory board 
characterized its research program as “immunogenetic engineering.”

In a belief that scientific discoveries often emerge from unexpected 
experimental discoveries, DNAX’s research was divided into two kinds 
of programs— basic and project related. DNAX scientific staff members 
selected the first batch of research programs. In this basic research area, 
DNAX’s scientists would have “complete freedom” to determine their 
own research programs. The DNAX scientific advisory board selected 
another batch of research programs for project- related research. These 
project- related research programs would aim to develop commercially vi-
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able procedures or products, which in turn could lead to a joint venture 
with other commercial entities. In this way, DNAX scientists would have 
an opportunity to pursue their own research projects, as well as those se-
lected in consultation with the company’s scientific management team. 
DNAX’s founders believed that there would be productive interactions 
between basic and goal- oriented research “in an open academic atmo-
sphere” that could stimulate innovative biomedical discoveries.66

DNAX soon established two research divisions, one in molecular 
biology and the other in immunology. Five research scientists were re-
cruited for the division of molecular biology; they were interested in the 
genetic regulation of eukaryotic organisms, DNA replication, and im-
munoglobulin gene cloning. The molecular biology group included Ken- 
ichi Arai, Naoko Arai, Frank Lee, Kevin Moore, and Gerald Zurawski. 
All had been postdoctoral fellows in the laboratories of Kornberg and 
Yanof sky. Two researchers specializing in monoclonal antibody research, 
Robert Coffman and Timothy Mosmann, were appointed to the division 
of immunology. To foster the interaction among academic researchers, 
DNAX scientists could interact with the university- based laboratories of 
the company’s scientific advisory board. In addition, the DNAX research-
ers were encouraged to publish their work in scientific journals. Though 
each scientist pursued their research interests, their broadly conceived re-
search projects were expected to contribute to further development in 
genetic engineering for the production of a wide range of useful proteins.

In 1981, DNAX’s scientific advisory board decided to pursue the large- 
scale production of designer antibodies for its first development- oriented 
project.67 This immunogenetic engineering would combine protein pro-
duction by means of recombinant DNA technology with monoclonal an-
tibody generation, making antibodies designed by genetic engineering.68 
DNAX’s scientific research projects in the molecular biology and im-
munology divisions would significantly contribute to this development- 
oriented project. For example, Ken- ichi Arai began work on the cloning 
and expression of mammalian genes. This research might be critical in the 
development of mammalian cloning vectors (as in the SV40 cloning vec-
tors development in Berg’s lab); these might be used for the production 
of antibodies in mammalian cells. Immunology division scientists worked 
on the basic mechanisms of monoclonal antibodies against cell surface 
antigens. The understanding of antibody- antigene configuration dynamics 
would contribute to the design of antibodies.

DNAX’s project to engineer antibodies was indebted to Harvard 
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 immunologist Edgar Haber’s participation as a member of the com pany’s 
scientific advisory board. Haber had recently developed a technique to 
suppress human hypertension (high blood pressure) using antibody- 
antigen reactions.69 With Haber’s guidance, the development project 
began with the identification of a minimum binding site (MBS) peptide, 
the smallest peptide or peptide pair that possesses the binding properties 
of the corresponding antibody combining site.70 The DNAX team focused 
on the preparation of an MBS peptide that could be chemically modi-
fied and mass produced (see figure 6.3). Haber offered exclusive rights of 
his promising antibody technology to DNAX for hypertension control. If 
the DNAX team could further develop the genetic and immunochemical 
technologies for the design and production of antibodies, these could be 
used widely in clinical and diagnostic applications.71 The team predicted 
they could develop a wide range of medical products, such as a detoxi-

figure 6.3. Antibody molecule. DNAX’s immunogenetic engineering project aimed to pro-
duce and design an antibody. The specificity of an antibody molecule could be engineered 
by the modification of minimum binding sites (MBS) in the antibody molecule, which would 
react to antigens. DNAX’s immunogenetic engineering project aimed to produce and design 
an antibody with the production of MBS of particular immunological functions. Image from 
“DNAX’s Immunobiology Strategy: Confidential,” 18 February 1981, DNAX Papers, Arthur 
Kornberg Personal Collections, Stanford University. Reprinted by permission from Arthur 
Kornberg.
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cant, an imaging enhancer to visualize a blood clot, and therapeutic aids 
for drug delivery and targeting. In 1982, DNAX made a concrete plan 
to launch a joint venture for the development of a hypertension control 
drug.72 With a definite business plan in hand, Zaffaroni began to present 
the DNAX plan to potential investors.

DNAX: A Global Enterprise?

In its business plan, DNAX emphasized that its flexible organizational 
structure would enable the formation of joint ventures anywhere in the 
world. In addition, the DNAX Research Institute’s academic status would 
make it easier to attract foreign researchers. Their presence at DNAX 
would in turn help the company maintain a global research network 
that could facilitate future joint ventures. Its business plan anticipated 
this global approach: “DNAX intends to be a truly international enter-
prise, locating its joint ventures and new research operations in optimal 
locations globally to accomplish research, development, production, and 
 marketing.”73

In order to secure initial investment capital, the DNAX management 
team visited pharmaceutical companies all over the world. As DNAX 
was incorporated on the Isle of Jersey (in the English Channel) to mini-
mize taxes, its initial investment was restricted to foreign investors, though 
American investors could later have limited opportunities. In late July 
1981, Zaffaroni, Kornberg, and Haber first visited a Japanese company. 
In that meeting with business leaders and scientists, Kornberg explained 
DNAX’s recent advances in molecular biology and commercial ventures. 
He presented the company’s scientific expertise based on his research in 
enzymology, Berg’s research on recombinant DNA technology, and Ya-
nofsky’s gene- expression studies. Zaffaroni discussed DNAX’s business 
plan, as well as its focus on recombinant DNA technology and cell- fusion 
techniques for the production of therapeutic molecules.

By the time of this visit, Japan’s major pharmaceutical companies had 
established research and development programs in biotechnology with 
the country’s own scientists and industrialists. According to one survey, 
about two hundred university and government research laboratories had 
started to establish genetic engineering research teams by 1981. In their 
attempt to use advanced genetic engineering methods, such as recombi-
nant DNA and hybridoma technologies, these research laboratories in ac-
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ademic institutions and pharmaceutical companies usually hired Japanese 
scientists who had worked in advanced laboratories at overseas universi-
ties and companies. However, the Japanese laboratories rarely formed a 
corporate arrangement with foreign biotech companies. Hiroyuki Mat-
sumiya, president of the Biosystems International of Tokyo, ascribed this 
lack of international cooperation to concerns about industrial secrecy. As 
he put it in 1981, “secrecy is the name of the game in Japanese Industry.”74 
DNAX’s attempt to form a joint venture with a Japanese company re-
vealed a more complicated challenge than they had anticipated.

The DNAX team had a specific plan and purpose for their Japan trip. 
With Haber’s research on hypertension control, DNAX wanted to form 
a joint venture with Suntory Ltd. in Osaka. Suntory, Japan’s major liquor 
company, began to diversify its business into genetic engineering by estab-
lishing the Suntory Institute for Biomedical Research in 1979. The Sun-
tory Institute recruited prominent Japanese molecular geneticists, such 
as Shoji Matsubara, from the City of Hope National Medical Center in 
the United States; in 1977, scientists at the Suntory Institute had partici-
pated in the first bacterial synthesis of human growth hormone (soma-
tostatin), along with Genentech scientists. Ken- ichi Arai, in particular, was 
interested in biochemist Teruhisa Noguchi’s research at the Suntory In-
stitute. Noguchi’s team had isolated a sequence of peptides that could di-
minish hypertension. Arai had contacted Noguchi with regard to DNAX’s 
interest in designer antibodies that could bind enzymes and resulted in 
lowering blood pressure. He also explained Haber’s recent elucidation of 
the mechanism of hypertension control through enzyme- antibody modi-
fication. Arai emphasized that with DNAX’s development in the general 
technology for immunogenetic engineering, Noguchi’s peptides could be 
modified in a way that would be clinically effective. According to Arai, 
some scientists at the Suntory Institute were sympathetic to DNAX’s an-
tibody project.

When the DNAX team visited the Suntory Institute, Haber, Kornberg, 
and Zaffaroni presented their business plan on hypertension and pro-
posed a joint venture. Some scientists at the Suntory Institute, however, 
were not so impressed by DNAX’s plan. Moreover, Noguchi, who was 
“proud of assembling many of key scientists of Japan as advisors for Sun-
tory,” such as Yuichi Yamamura, Den- ichi Mizuno, Hayaishi, and Yoshiaki 
Miura, was disappointed by Kornberg and Haber’s scientific lectures. No-
guchi mentioned that Kornberg’s talk on DNAX’s research projects was 
full of “old- fashioned” technologies. With respect to Haber’s antibody re-
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search proposal, Noguchi indicated that he needed further clinical trial 
results to see whether it could move beyond “philosophy.” Noguchi was 
further taken aback by Zaffaroni’s hasty joint venture proposal that Sun-
tory should work under ALZA’s guidance in order to gain access to ad-
vanced drug delivery systems. Noguchi indicated that his scientific team 
was collaborating with the Honjo Chemical Company and had already 
made significant progress. His team was also considering a collaborative 
project with Takeda, the largest pharmaceutical company in Japan with 
much better scientific and financial resources than DNAX. Even Aria 
wrote to Korn berg: “please tell Alex [Zaffaroni], Japan is rather advanced 
than he thinks.”75

Noguchi also offered broadly construed critiques of America’s bio-
technology boom. He thought that American biotech companies were 
busy selling themselves to the public equity market before they even de-
veloped a viable product. Citing Genentech as an example, Noguchi criti-
cized its president, Robert Swanson, as a man “who sold the rainbow,” as 
opposed to one “who got the rainbow.” Noguchi noticed that Wall Street, 
after a brief period of publicity and hype, had developed a “generally cold 
attitude for biotechnology venture”; this made it difficult for other bio-
tech companies like Biogen to raise money.76 He wondered how DNAX, 
with its unusual organizational structure and a small number of scientific 
staff, could attract a substantial private investment without any proprie-
tary biomedical technologies. By contrast, Suntory, which had received an 
initial research contract from the Health and Welfare Department of the 
Japanese government, was not yet concerned about its own funding.

As the trip to Japan illustrated, the DNAX team had difficulties con-
vincing potential investors of the value of its business plan. It did not 
yet own key technologies that could guarantee a certain profit and draw 
capital investment. DNAX’s organizational structure, which separated the 
traditional connection between research and development, seemed odd to 
industrialists, who were not convinced that this separation would be bene-
ficial. In the end, DNAX’s travel to Japan, England, and France ended 
without much success. “Never before had I been turned down for research 
support,” Kornberg recollected about this worldwide business trip.77 In-
stead, Zaffaroni managed to acquire an initial investment of four million 
dollars from Swiss bankers. With this initial capital, DNAX appointed its 
first scientific staff, Ken- ichi Arai, Naoko Arai, and Gerald Zurawski (a 
postdoctoral fellow at Yanofsky’s lab), and began its research in 1981.

DNAX’s plan to establish its research institute as an autonomous 
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center for basic research faced considerable financial problems. As 
DNAX failed to secure a joint venture with Suntory, Ken- ichi Arai in-
stead decided to bring Japanese graduate students or postdoctoral fel-
lows with him who might be interested in his research on the construc-
tion of a mammalian cloning vector. With limited funding, he was initially 
able to bring only three graduate students from the University of Tokyo. 
Soon he gathered five more postdoctoral fellows in his group at DNAX. 
Though the company had an academic status, its plan to grant formal de-
grees was not approved. Ken- ichi Arai also did not have any formal fac-
ulty position at a university in the United States. He therefore improvised 
an arrangement with Kornberg and Kaziro, his teacher at the University 
of Tokyo, to supervise graduate students. He urged Kornberg to help insti-
tute a graduate program within the DNAX Research Institute. Ken- ichi 
Arai indicated that the Roche Institute, which operated within a major 
pharmaceutical company (Hoffmann– La Roche) would be a good model. 
Without a graduate program, he wrote to Kornberg that DNAX might 
become “just one of [the] gene- splicing companies with typical industrial 
atmosphere.”78

By late 1981, DNAX’s initial vision of creating a research enterprise 
in an industrial setting with an academic atmosphere faded as it rapidly 
burned through its initial four million dollar capital without acquiring any 
additional investments. In January 1982, Zaffaroni approached Robert P. 
Luciano, president of a major US pharmaceutical company, Schering- 
Plough. Other major pharmaceutical firms, such as Eli Lilly and Merck, 
shifted their work into molecular biology in order to break new ground 
in rational drug design, moving away from traditional chemical- screening 
projects. Schering- Plough grew interested in building its own research di-
vision in molecular biology and genetic engineering. As new participants 
in biotechnology, major pharmaceutical companies were not sure about 
how to accommodate the field, especially with its peculiar mix of research 
and development, into their business organization. However, they decided 
that acquiring a start- up biotech company, which had pioneered an insti-
tutional rearrangement among academic scientists, industrialists, and ven-
ture capitalists, could become a convenient way for a big pharmaceutical 
firm to gain expertise in the field of genetic engineering.79

On January 13, 1982, Zaffaroni had a meeting with Berg, Kornberg, 
O’Neill, and Yanofsky in order to prepare for their meeting with Luciano. 
They discussed the financial distress of DNAX and decided to sell their 
company to Schering- Plough. Once DNAX had been purchased, it existed 
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as a freestanding subsidiary of Schering- Plough, and Luciano claimed that 
his company was now squarely at “the forefront of recombinant DNA 
technology and immunology research, the two principal pathways to the 
development of future therapeutic agents.”80 DNAX’s management team 
and the scientific advisory board, on which Berg, Kornberg, and Yanofsky 
still served, sought to maintain the research institute’s previous organi-
zation and academic culture. DNAX’s scientific advisors and Schering- 
Plough, however, decided to move away from ambitious immunogenetic 
engineering. Instead, in consultation with Ken- ichi Arai, DNAX’s man-
agement team decided to shift its research focus to T cells and cytokines. 
By expressing clones of growth factors isolated by immunologists, DNAX 
researchers contributed to the elucidation of T- cell signal pathways and 
the function of cytokines.

Ken- ichi Arai, however, was disappointed by the changing fate of the 
DNAX Research Institute. For example, he complained about Schering- 
Plough’s approach to research management, including the introduction of 
performance appraisals. J. Allan Waitz, the new president of DNAX, re-
quested these as a way to evaluate the current status and progress of sci-
entists’ research projects. Arai questioned whether this kind of evaluation 
would be effective, and acknowledged that he felt the “present form of 
‘performance appraisal’ is too ‘project oriented’ and ‘too technical’ for the 
purpose of reviewing principal/research scientists.”81 Waitz slowly learned 
that some of the distinctive aspects of DNAX, especially its commitment 
to an open and academic environment, were intended to not only to fos-
ter an ideal environment for research but also to offer useful strategies to 
the business of biotechnology. After eight years of a career as a research 
scientist in DNAX, Ken- ichi Arai returned to the University of Tokyo in 
1989 to be his mentor’s successor. On his return to Japan, he promoted 
biotechnology in Japan, and his connection with Schering- Plough helped 
the company’s entry into the Japanese market, contributing to the emer-
gence of biotechnology as a global enterprise.

Exclusive Industrial Contract?

From the late 1970s, Stanford biochemists experimented with new forms 
of the biomedical enterprise. In addition to the IAP and DNAX, another 
form of support was proposed in December 1981. In a faculty meeting, the 
Stanford biochemist James Rothman notified other Stanford biochemis-
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try faculty members that Smith Kline and French Labs (SKF) wanted 
to discuss the possibility of developing an industrial liaison with the de-
partment. George Poste, vice president and director of research at SKF, 
wanted to create a research exchange program as a first step, so that the 
company could bring its scientists “on short notice to pick up freshly de-
veloped techniques to incorporate into SKF.”82 Poste also expressed his 
opinion that “minimal commitment programs like IAP are a transitory 
form of relations, and will be short- lived generally.”83 Thus, he underlined 
that it would be “absolutely essential” that SKF have an exclusive con-
nection to the department. Poste indicated that with a five- year exclusive 
contract, SKF would provide substantial resources that could fund the ex-
pansion of the Biochemistry Department, including facility renovations 
and new instrumentation, in addition to research support.

The proposed industrial support to the Biochemistry Department, with 
SKF’s insistence on exclusivity, raised serious concerns among Stanford 
biochemists, which prompted them to discuss the nature and implications 
of this sort of financial backing. The insistence on exclusivity in SKF’s pro-
posal alarmed a young faculty member, Douglas Brutlag, who wrote a 
confidential letter to A. Dale Kaiser, the current department chair, de-
claring that he would be against the proposed arrangement. He further 
suggested that this exclusive arrangement would “jeopardize any rela-
tionships that our department as a whole have with our other Industrial 
Affiliates and [that] it would also have with other companies.”84 Kaiser 
subsequently drafted a confidential memorandum titled, “Creation of 
a Substantial Financial Relation with a Company,” circulating it to bio-
chemistry faculty members. In this memo, he expressed his concerns on 
the growing commercial ties of the department with private industry, es-
pecially the department’s recent involvement with DNAX. His first con-
cern was that their commercial connections, if they became substantial, 
would reduce the department’s ability to obtain federal funding. Grant 
review committees or study sections, whose aims were to evaluate basic 
biomedical research according to its scientific merit, would not view the 
department’s commercial emphasis favorably. The ties with industry, es-
pecially through a contract with a single company, could threaten the de-
partment’s core mission of research and education.85

Kaiser further emphasized that commercial support, compared to fed-
eral funding, had been too much goal- oriented, short- term, and rarely 
stable. Though the department had largely depended on federal agencies 
for its financial support, it was able to insulate itself from “unreasonable 
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demands by the multiplicity of our grants and by the peer review system” 
through its moral economy of research. If a single company provided a 
large portion of support, the department would become vulnerable to de-
mands from that company. This potential loss of autonomy in research 
would not only tarnish the “reputation of independence which I think our 
Department presently enjoys” but also make it difficult to attract the best 
students and postdoctoral fellows. This exclusive form of commercial sup-
port would exacerbate potential problems of the department’s continuing 
large financial connection with a company. Kaiser instead suggested that 
the department’s current IAP, which had “few strings attached and leaves 
our initiative and reputation intact,” would be a more prudent approach 
in its search for alternative support for biomedical research.86 Stanford 
biochemists decided in the end that they would not arrange an exclusive 
SKF contract.

Pajaro Dunes “Biotechnology” Conference

As a number of biotech ventures emerged from academic laboratories 
with the infusion of capital, university administrators became increasingly 
concerned in the late 1970s and early 1980s about potential conflicts with 
academic commitments. Stanford University and UCSF, among the first 
academic institutions that triggered the emergence of commercial bio-
technology, included faculty who uneasily observed the frenzy of market-
ing gene modification and cloning technologies, as well as the potentially 
detrimental impact on academic culture. The controversy over the owner-
ship of the human growth hormone gene between Genentech and UCSF 
that erupted in 1978 was one of the most illustrious of such examples, 
leading to an erosion of personal and public trust in academic research-
ers who developed zealously proprietary attitudes toward knowledge and 
tools of scientific significance. Stanford president, Donald Kennedy, called 
for a meeting in December 1980 for university and biotech industry lead-
ers to deal with “the rush to proprietary control of recombinant DNA re-
search.”87 Kennedy soon sent letters to five major research universities, 
inviting Derek Bok of Harvard, Marvin Goldberger of Caltech, Paul Gray 
of MIT, and David Saxon of the University of California. He extended his 
invitation to major biotech and pharmaceutical companies, such as Ge-
nentech, Syntex, Gillette, DuPont, Eli Lilly, and Cetus. In 1982 the heads 
of five major research universities and eleven corporations convened at 
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the Pajaro Dunes Conference Center in California in order to “consider 
the opportunities and problems offered by developing university- industry 
relationships in the field of biotechnology.”88

The “Biotechnology Conference” marked the beginning of the discus-
sion on the increasing commercialization of academic research for insti-
tutions dedicated to higher learning. The conference, despite repeated re-
quests for admission from the press, students, and representatives from 
public interests group, was closed. Kennedy noted that the small size of 
this exclusive meeting facilitated university and industry leaders having 
“full and frank” discussion at an early stage of the commercialization of 
academic research.89 In the age of dwindling government support, Ken-
nedy felt that the future of higher education increasingly depended on the 
willingness and ability of universities to capitalize on their research while 
preserving core academic values. After all, some Stanford scientists and 
administrators had played a catalytic role in the commercialization of bio-
medical research through the patenting of recombinant DNA technology 
as a way to demonstrate medical relevance of its research and to draw ad-
ditional financial resources.

The conference proposal prepared by the office of the Stanford presi-
dent began by noting, “there has been a dramatic acceleration of commer-
cial interest in the kinds of research that have been thought of as ‘basic’ 
research which is restricted almost entirely to university settings.”90 Ken-
nedy added that this new commercial interest was fueled by “the possi-
bility that there may be significant losses in government support for basic 
research.” The chance of losing government funding would result in scien-
tists and universities seeking new sponsors, and genetic engineering was 
a major focus of this rising commercial interest. Participants of this bio-
tech conference were asked to consider the following key questions about 
the proper mode of collaboration between universities and industry. If 
the trend in the reduction of federal funding for academic research in-
creased, should the university regard a commercial tie with industry as a 
major alternative source of support? Should the university enter a propri-
etary activity itself or delegate this to other nonprofit institutions? Would 
increased interaction with private industry be beneficial to both the prac-
titioners of science and other members of the universities? More signifi-
cantly, what effects would the increasing commercial practices in universi-
ties have on the central missions of higher education, such as the creation 
and dissemination of knowledge and the education of its students?

First, the Stanford president’s conference paper acknowledged that 
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recent technological developments, the prospect of decline in federal 
funding, and changes in federal policies on intellectual property all en-
abled academic researchers to engage with private industry through a 
wide array of arrangements. Scientists emerged as major players in a new 
pattern of affiliations between university researchers and private industry. 
University administrators noted that the result was a variety of alliances 
in biotechnology between the academy and industry. These included:

large grants from single firms to university laboratories, with commitments to 

exclusive licensing; an array of equity consulting agreements between indi-

vidual faculty members and firms; still stronger linkages between faculty mem-

bers and firms that involve the migration of entire programs of research into 

the proprietary sector, often with a level of supervision by the faculty member 

that approaches line management; active programs of technology licensing on 

the part of universities; and others.91

In reflecting on these diverse forms of affiliation, the participants of 
the conference noted that there was a distinctive pattern in the biotech in-
dustry that stemmed from its heavy dependence on securing intellectual 
property rights of broad research procedures, tools, and materials. Most 
academic scientists and commercial biotech researchers tended to make 
proprietary claims as early and broadly as possible on promising proce-
dures or technologies in molecular biology, even before any concrete and 
obvious usefulness had been determined. Biotechnological inventions 
usually derived from basic research, biotech leaders pointed out, and 
these novel procedures, materials, and technologies often required con-
tinual investment for full commercial use and development. The focus on 
intellectual property was thus developed as a prominent business strategy 
for securing the infusion of venture capital at early stages of research and 
development. As a substantial amount of funds were required for com-
mercial development, a startup biotech company often needed a series of 
infusions of capital; with each investment, the number of the company’s 
initial share increased through share split, while the value of the company 
reflected the additional capital investment. This share split made the value 
of the company’s initial stake balloon with subsequent capital investment. 
Eventually, this culminated in the company offering its public stock at 
Wall Street.

For example, Boyer first acquired 25,000 shares of Genentech stock 
when the company received the capital investment of $100,000 from 
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Kleiner & Perkins, a venture investment firm, which then itself acquired 
20,000 shares of Genentech stock. These initial stocks were spilt with each 
successive capital investment, and by the time Genentech offered 1.1 mil-
lion shares on the NASDAQ exchange, Boyer owned 925,000 shares. 
When Genentech’s stock went on the market, its price skyrocketed from 
$35 to $80, closing at $71 a share on October 14, 1980. Boyer’s stock hold-
ing valued about $65 million in the first day of Genentech’s public stock 
offering. Kleiner & Perkins, which by then possessed 938,000 shares pur-
chased at an average of $1.85 per share, demonstrated the huge financial 
reward a venture capital investment could bring in a high- tech industry 
like biotechnology.92

The financial operation of the biotech industry thus contributed to its 
propensity to focus on basic research in molecular biology, as the Stanford 
president’s conference paper emphasized:

New economic incentives [in the biotech industry], especially a pattern of capi-

talization in which large changes in value are associated with successive gen-

erations of investment . . . [have] placed a premium on the early possession of 

valuable intellectual property, and [have] pushed the zone of corporate interest 

into increasingly “basic” research areas.93

The huge economic incentive for commercializing “basic” findings 
in biotechnology presented both an opportunity and challenge for aca-
demic institutions and researchers. At one level, it enabled scientists in 
basic biomedical research who otherwise would be indifferent to com-
mercial development to reap enormous financial gains, while the infusion 
of capital could contribute to the acceleration of medical innovations. At 
another level, academic institutions and scientists wondered whether this 
commercializing of basic research related to genetic engineering could 
be accomplished without damaging “principles [that] accord with basic 
science— openness, interaction, conflict- of- interest rules.”94 From the per-
spective of academic researchers, the tendency in biotechnology to patent 
every novel procedure and technology at an early stage posed a serious 
threat to academic work. Privatization of key tools and materials would 
not just hinder their dissemination for wider use in biomedical research 
and development; the research community as a whole would suffer from 
secrecy stemming from concerns about securing priority and proprietary 
rights of key procedures and materials.

Participants at the biotech conference tried to discuss how to institute 
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a proper mode of commercialization in a way that could preserve some 
valuable aspects of academic research. They were broadly concerned 
whether this drive toward privatization might

promote secrecy that will harm the progress of science, impair the educational 

experience of students and postdoc fellows, diminish the role of the university 

as a credible and impartial source, interfere with the choice by faculty members 

of the scientific questions they pursue, or divert the energies of faculty mem-

bers and the resources of the university from primary obligations to teaching 

or research.95

The participants debated intensely, for example, whether academic in-
stitutions would need special conflict- of- interest rules when faculty mem-
bers were engaged with proprietary ventures, and they wondered whether 
universities could grant a company an exclusive license for profit. The 
proliferation of industry contracts, increasing interest in patents and li-
censes, and faculty members’ founding of a biotech firm challenged aca-
demic institutions and scientists to confront such questions.

In the end, the discussions at this conference provided a framework 
for navigating the uncharted territory that lay between the world of re-
search and commerce. However, academic and industry leaders could not 
generate uniform principles or ethical codes that could guide the biotech 
enterprise in the academy. While they agreed that it would be beneficial 
for both to engage in the commercialization of biomedical research for 
medical innovations and public benefit, they conceded that it might be 
too early to set any concrete guidelines. Instead, university administra-
tors and biomedical researchers were left to determine their own arrange-
ments with private industry on an ad hoc basis. This then led to confusion 
about the proper mode of the academy’s affiliation with industry. Some 
scientists, faced with their institution’s cautious and often conflicting poli-
cies toward commercialization, even decided that it would be too difficult 
to engage in a biotech venture while trying to maintain their academic 
obligations. For example, the prominent biochemist and Nobel laureate 
Walter Gilbert announced that he would resign from Harvard in 1982 to 
focus on Biogen, the major biotech firm he had cofounded.96 In their at-
tempts to take advantage of the commercial prospects of biotechnology, 
university administrators and biomedical researcher had to find a way to 
fulfill their obligations not only to the academic community for creative 
research but also to the public for medical innovations.
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Conclusion

The Stanford biochemists’ attempts at various forms of industrial affili-
ations and ventures in the late 1970s and early 1980s reveal how their 
views of commercialization shifted as they reassessed its potential bene-
fits and risks against the backdrop of their particular research culture. In 
their attempt to seek additional funding from private industry, they were 
primarily concerned about how to maintain their practices of sharing and 
semicommunal ownership of ideas and materials that contributed to a col-
legial and productive experimental life. The particular design of the IAP 
and DNAX institutional arrangements, which could keep corporate inter-
ests at bay, reflected the Stanford biochemists’ cautious approach to com-
mercialization. They were convinced that the long- term business success 
of a biotech venture lay in its ability to arrange a productive relationship 
between academicians and industrialists, and they asserted their steadfast 
focus on openness and flexibility in scientific research. The biochemists 
critically assessed the pitfalls of the growing biotech industry, including 
its hasty monetization of intellectual property in basic research and its es-
calating effect on secrecy amid fierce competition. In his appraisal of the 
DNAX venture, Kornberg underscored how the fate of the biotech indus-
try depended on its maintenance of academic culture and openness inside 
a biotech company:

[Secrecy] makes even less sense in industry than in academia. In a competitive 

academic field, the disclosure of a reagent or a procedure, or the hint of success 

in some direction, may lead another scientist to reproduce and publish a result 

quickly to gain priority for an important discovery. By contrast, discoveries in 

the industrial world far exceed the resources needed to pursue them. What 

matters most is making a shrewd choice of which discovery to develop, because 

each of the costly and time- consuming hurdles of clinical testing, regulatory ap-

proval, quality control, and marketing is crucial in the success of a product.97

At the same time, the prospect of the general decline in federal sup-
port, along with the demands during the 1970s for relevance and ac-
countability in biomedical research, made commercial affiliations seem 
relatively less intrusive to some other scientists. Increasingly inflexible 
government grant arrangements prompted Stanford biochemists to seek 
unrestricted funding from other sources. Their establishment of the IAP, 
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for example, was introduced in this context of the shifting nature of fed-
eral support for biomedical research. More importantly, a new legal re-
gime for academic patenting, starting with government’s institutional 
patent agreements and later formalized by the Bayh- Dole Act in 1980, 
encouraged academic researchers to commercialize their new discovery 
or invention in order to accelerate medical innovations and gain profit for 
scientists and universities. The shifting moral landscape of private owner-
ship in academic research in turn prompted academic researchers to re-
conceive their commercial engagements, reinforcing changing economic, 
legal, and political developments toward the commercialization. Stanford 
biochemists’ changing perspective on the nature and pattern of federal 
funding, along with federal policies encouraging commercialization for 
the public interest, helped them see industrial support and commercial 
engagement in a more morally positive light.

In seeking to explain the diverse motives and rationales of academic 
scientists’ participation in the biotech industry, historians and sociolo-
gists have tended to stress advances in biomedical research, legal shifts al-
lowing academic patenting, and the relative flattening of federal funding 
during this period.98 These scientific, legal, and economic changes in the 
1970s gave academic institutions and researchers a systematic incentive 
for making proprietary claims on scientific knowledge, which prompted 
the rise of the so- called entrepreneurial university whose key mission was 
to promote economic development.99 Some academic leaders and scien-
tists, however, were hesitant to accommodate commercialization. As dis-
cussed at the first biotech conference proposed by the Stanford president, 
concerns focused on the erosion of academic values, such as the free and 
open exchange of ideas, conflicts of interest between professors and stu-
dents as they become involved in commercial ventures, and the waning 
spirit of free inquiry in the academy.100

As my analysis of the Stanford biochemists’ attempt to reenvision 
their biomedical enterprise in the coming of age of biotechnology shows, 
a sharp distinction between “open” academic and “secret” industrial re-
search, however, had become increasingly difficult to maintain because of 
the shifting political and moral economy of biomedical research in late- 
twentieth- century American capitalism. The traditional sharing practices 
in the Stanford Biochemistry Department could initially be maintained 
in part because of a post– World War II public and political consensus 
for government support in basic research.101 Once that consensus disinte-
grated in the 1970s, scientists had to accommodate diverse political con-
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cerns and economic interests through their engagements with govern-
ment, industry, and the public. At a time when capitalistic conceptions 
of knowledge took a strong hold among policy leaders and politicians, 
university administrators and some scientists were drawn to commercial 
engagements with industry through the privatization of biomedical re-
search. With a new legal regime for academic patenting firmly in place, 
private industry seemed to provide a better alternative mode for sup-
porting science, with less regulation and restriction compared to govern-
ment grants.

Seen from this perspective, commercial biotechnology was increasingly 
perceived by academic researchers and university administrators as an al-
ternative way of doing science, with more financial rewards and supposed 
social benefits. Scientists’ pursuit of money, which was thought to spur 
medical innovations for public benefit, became a moral calling for a scien-
tific vocation in the age of biotechnology. Stanford biochemists’ struggle 
to maintain DNAX as an alternative type of biotechnology, and its subse-
quent acquisition by a major pharmaceutical company, proved that their 
particular vision of their basic and applied medical science was far from 
guaranteed. As they realized, the fate and shape of their research enter-
prise was inescapably linked to political, economic, and moral conditions. 
During the beginning of the pursuit of biotechnology, the Stanford bio-
chemists’ relationships with the public and their sponsors were increas-
ingly mediated through the circulation of capital.



Biotechnology in the second half of the twentieth century transformed 
the research university, bringing it to markets under a new intellec-

tual property regime and a transforming moral landscape in the acad-
emy. In the early 1970s, a creative community of biomedical researchers 
in the San Francisco Bay Area developed gene manipulation and clon-
ing technologies, including recombinant DNA technology, in order to in-
vestigate more complex and medically relevant objects at the molecular 
level. These molecular technologies emerged from university laborato-
ries, whose institutional arrangements and disciplinary trajectories were 
shaped by large public funds and expectations of medical benefits. In this 
context, a call for relevance in biomedical research, genetic engineering 
developed as one of the key technologies applied to agriculture, medicine, 
pharmacy, and industry.

Some entrepreneurial scientists, research administrators, and indus-
trialists subsequently mobilized the potential of recombinant DNA tech-
nology by launching a commercial venture, claiming private ownership of 
the technology and its benefit to the public at large. This transition of ge-
netic engineering into commercial biotechnology was further mediated by 
market incentives introduced by shifting institutional arrangements, such 
as university patent management and federal patenting policies, which 
granted legal privileges to academic institutions and investigators for pro-
prietary claims for publicly supported research. When start- up biotech 
companies like Genentech awed Wall Street in the early 1980s with its 
dazzling initial stock offering, biotechnology reached its zenith, creating 
a new high- tech industry with millionaire scientist- entrepreneurs. With 
the advent of a knowledge- based economy, generating new profits and 
medical innovations became another public obligation of academic re-
searchers and institutions.

Conclusion
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Biotechnology grew into a field where scientists, research adminis-
trators, and industrialists challenged, broke, and eventually redrew the 
boundary between academic research and industry by linking the bio-
logical and the medical, the scientific and the commercial, and the public 
and the private. These connections among the scientific, economic, legal, 
and moral aspects of biotechnology were relentlessly forged by its early 
participants and promoters. Through their laboratory experiments, they 
promised immediate medical breakthroughs; through their claim of pro-
prietary knowledge, they sought clarity of scientific credit and economic 
reward; and through their commercial biotech ventures, they preached the 
broad public benefit that would result in economic growth. Yet, as critics 
of commercial biotechnology argued, these promoters fell short of their 
claims of the benevolence of private ownership. The critics thought those 
biotechnologists undermined a creative community of scientists through 
their assertion of proprietary attitudes toward knowledge, subverted due 
scientific credit and reward through their pursuit of legal clarity for in-
ventorship, and confused private gain with the public interest amid their 
enormous financial gain. Biotechnology, in other words, also became an 
area where attempts and efforts to preserve academic research flourished.

By analyzing the shifting institutional, scientific, legal, and moral trans-
formations that attended the commercialization of biomedical research 
in the latter half of the twentieth century, I have admittedly adopted the 
perspective of Stanford biochemists who protested key aspects of com-
mercial biotechnology. These dissenters, contrary to the opinion of many 
contemporary commentators and later historians, were not conservative 
scientists refusing to venture into medically useful research while clinging 
to pure science; nor were they reactionaries who were personally bitter 
about lost scientific credit and economic opportunities.1 Instead, they had 
a sophisticated and nuanced understanding of what commercial biotech-
nology brought to their laboratory and institutional life as creative aca-
demic researchers. First, the growing proprietary interests disrupted their 
sense of a moral economy of science that was based on semicommunal 
conceptions of knowledge and tools, which thus threatened the produc-
tivity of their work. Second, legal assertions of private ownership of aca-
demic research reconceived the research university’s obligations toward 
economic development, challenging views of public knowledge and its re-
lation to the public interest. Third, moral justifications for privatization 
that equated private gain to the public interest seemed to undercut public 
trust and investment in academia, while shifting vocational aspirations of 
scientists toward entrepreneurial biotech ventures.
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In order to fully appreciate these Stanford biochemists’ view of com-
mercial biotechnology, I have shown how their laboratory life and their 
moral economy of science critically depended on the cultural, institutional, 
and political status of biomedicine, whether it was mobilized to fight the 
“war against disease” or reconfigured to better enable the commercializa-
tion of academic research. Within the context of the post– World War II 
rise of biomedicine as a major research enterprise, Stanford University 
established its Biochemistry Department as a major biomedical research 
department focused on the genetics and biochemistry of DNA, the mate-
rial focus of biomedical research at the time. The “DNA Department” 
at Stanford developed its own style of research management and a col-
laborative culture. These emerging patterns of sharing tools, techniques, 
and ideas, along with scientists’ wariness of goal- directed federal funding, 
fostered pooling practices (both monies and materials) among research 
groups as a way to sustain their research productivity and flexibility dur-
ing a time of enormous expansion of federal support for biomedical re-
search. Initially, the Stanford scientists’ conception of open science had 
relied on a particular postwar arrangement between biomedical research 
and the government. By mobilizing the medical aspirations of lay activists 
and politicians, biomedical researchers were able to garner a bounty of 
federal funding, which in turn sustained the “public” nature of their scien-
tific knowledge in the academy.

The increasing demand for practical applications and medical rele-
vance in biomedical research by voluntary health activists and politicians 
from the late 1960s in turn changed the financial and material conditions 
of the experimental life of Stanford biomedical researchers. By the early 
1970s, both the economic utility of public knowledge for industrial and 
medical development and the political support for biomedical research 
were being challenged. Indeed, a different set of economic and political 
ideas surfaced about the relationships among the intellectual commons, 
intellectual property, and use of scientific knowledge. During the stag-
flation of the 1970s, as federal research policies increasingly demanded 
tangible and immediate medical applications and technological innova-
tion through privatization, proprietary concerns began to permeate the 
scientific life of biomedical researchers; the world of academic research 
became increasingly competitive. While Stanford biochemists’ culture of 
sharing regulated these competitive attitudes and concerns over scientific 
priority and credit, the emergence of the legal avenue for privatization 
of scientific knowledge and its moral justification challenged the existing 
moral economy of science at Stanford. Instead, as some Stanford adminis-
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trators and scientists took advantage of an economic opportunity created 
by the National Institutes of Health’s (NIH) institutional patent agree-
ment for commercializing recombinant DNA technology, potential ten-
sions and competitive feelings were amplified.

On a broader level, the commercialization of recombinant DNA tech-
nology was at the center of the reconfiguration of public knowledge and 
the academy, and private knowledge and industry in the 1970s. Institu-
tional and legal rearrangements in the academic institutions (Stanford 
and the University of California) and the federal government (NIH) 
brought crucial changes in the economic, legal, and moral landscape for 
the research university in the 1970s and 1980s. I have contended that the 
seemingly “inevitable” link between recombinant DNA technology and 
commercial biotechnology, often put forward by proponents of its com-
mercialization that assumed commercial potentials of genetic engineer-
ing, has obscured this significant shift in the relation between public and 
private knowledge, and its relation to the public interest in scientific en-
terprise. This, in turn, changed the post- World War II institutional arrange-
ment between academy, government, and industry that had sustained a 
reservoir of public knowledge. A group of government patent officials and 
university patent managers, echoing industry’s broad criticism of the fed-
eral government’s ineffective patent policy and management, began to 
argue that a large amount of biomedical knowledge in the public domain 
had not been used for the public good, because no legal ownership stake 
had been permitted by the NIH. According to this argument, the public 
knowledge of the academy whose work had been nourished by taxpayers’ 
money had ironically harmed the public interest because the research was 
in the public domain and thus not patentable. That lack of private own-
ership and control, according to proponents of biotechnology, had ham-
pered industry’s willingness to invest in medical innovations.

Market- based ideas about knowledge and the articulation of private 
knowledge benefiting the public through economic and medical innova-
tion in the 1970s increasingly mediated political and public demands for 
medical outcomes. As private ownership of knowledge (through patent-
ing) came to be viewed as a new way to liberate biomedical discoveries for 
public benefit, Stanford administrators and scientists began to experiment 
with various forms of industrial associations, such as patenting, licensing, 
and consulting, and even founded a venture biotech company. This chang-
ing view of public knowledge as an impediment to medical innovations 
was reflected in the changing patent laws that concerned inventions aris-
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ing from government support. Stanford and the University of Califor-
nia’s patent filing on recombinant DNA technology took advantage of 
the NIH’s new institutional patent agreement that allowed private owner-
ship of inventions supported by the taxpayer’s money. Consequently, key 
academic and government officials who were involved in the commer-
cialization of recombinant DNA technology, such as Niels  Reimers, Nor-
man Latker, and Betsy Ancker- Johnson, refined their political economic 
argument on private knowledge and built a political coalition in order to 
gain broad support for the privatization of academic research. Seen from 
this historical perspective, the “sell- out” narrative prevalent in the current 
historiography of the commercialization of academic research narrowly 
relegates university administrators and academic scientists’ commercial-
izing endeavors to inherent technological potentials of biomedical tech-
nologies, such as genetic engineering and genomics, and to their pervasive 
profit motives.2 Instead, the privatization of biomedical research was one 
of the significant outcomes as academic scientists, university administra-
tors, and government officials tried to adjust the research enterprise, on 
the basis of the positive effect of private ownership, to the shifting scien-
tific, economic, and legal conditions surrounding research universities of 
the 1970s.3

As the boundary between the public knowledge of universities and 
private knowledge of industry shifted during the age of commercial bio-
technology, Stanford biochemists in turn wondered whether their tra-
ditional patterns of sharing and exchange could be maintained. For ex-
ample, grant pooling had been devised to maintain research autonomy in 
the age of federal support in biomedicine. As calls for accountability and 
relevance in federal funding intensified, the biochemists modified their 
double- bookkeeping practice so that each group could be accountable for 
their expenses. More important, the realignment of the moral economy 
of science within the financial regime of the increasingly capitalistic bio-
medical enterprise affected the Stanford biochemists; they changed their 
attitudes toward commercialization, seeking a “proper” format for the 
interaction between academy and industry in the 1980s. The biochemists 
believed that industrial support, if properly instituted, could provide re-
search funds in a way that could sustain their moral economy of science. 
Industrial support seemed to possess fewer restrictions than the demands 
for medical relevance accompanying federal support. It was in this con-
text that industry reappeared as an alternative source of financial sup-
port for scientific research. For example, instead of seeking an exclusive 
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company contract, the Stanford biochemists set up an industrial affil-
iates program to generate unrestricted funding. In their affiliation with 
the biotech industry, they helped establish an independent research in-
stitute for commercial biotechnology. This more positive moral render-
ing of private ownership in scientific research, articulated by a group of 
university patent managers, entrepreneurial- scientists, and governmental 
officials, indeed justified a set of expectations about the commercializa-
tion of research results arising from government or public support, mak-
ing commercialization a new public obligation for academic researchers.

The institutional and moral reconfiguration of the research university 
gave biotechnology a particular legal and moral form. The United States 
Congress eventually passed the Bayh- Dole Act in 1980, allowing univer-
sities to claim a proprietary right of inventions that resulted from gov-
ernmental support. The broader shift in the conception of intellectual 
property and its relationship to the public interest meant that the nature 
of federal funding also underwent a profound change in the early 1980s. 
Biomedical researchers faced more public calls for medical relevance be-
cause of demands for practical solutions. Federal funding agencies in turn 
tried to implement more accountability and to request tangible medical 
applications in return for their research support. Scientists’ obligations 
to their supporters (including the public at large) meant that they were 
expected to engage in more tangible research results, such as patents or 
drugs. Biotechnology, with its particular market- based assumption of a 
causal relation between private ownership and the public interest, has in-
troduced commercialization as a new mandate for academic institutions 
and researchers, bringing financial rewards and supposed social benefits. 
Scientist- entrepreneurs’ pursuit of profit, a by- product of their zeal to 
spur medical innovations for public benefit, became a moral calling for a 
scientific vocation in the age of commercial biotechnology.

In conclusion, this book has examined the coproduction of biotech-
nology and the American entrepreneurial university.4 Promoters of 
biotechnology— ambitious scientists, a group of academic and govern-
ment research administrators, and private investors— transformed the re-
search university through their relentless pursuit of privatization. The re-
search university in turn provided a valuable intellectual asset to both 
academic scientists and private entrepreneurs through its legal arrange-
ments with the federal government that allowed ownership of academic 
research. The resulting entrepreneurial university became an arena in 
which scientist- entrepreneurs competed for optimum medical contribu-
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tion and economic profit. They linked private profit and public benefit 
in the growing field of biotechnology, shaping a new moral landscape for 
the privatization of academic research. Indeed, the dazzling emergence 
of the biotechnology industry was dependent on the legal reconceptual-
ization of public knowledge, as well as on the economic and moral re-
shaping of commercial ventures by academic institutions and research-
ers in an age of the ascendency of market values and rationales. In this 
respect, the commercialization of recombinant DNA technology through 
private ownership reflected particular scientific, economic, legal, and in-
stitutional contexts for biomedical research unique to capitalism in the 
United States. As for future research, the global and comparative perspec-
tive on the history of biotechnology can help us analyze alternative views 
on the scientific, economic, legal, and moral dimensions of commercial 
biotechnology.5
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