Melting and diffusion under nanosecond laser pulse
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Abstract
A computer simulation study of the melting process in Si. Ge and Sb under an UV laser beam was performed by means of the Finite Element Method (FEM). The melting threshold and melt duration of Si. Ge and Sb crystals were determined and a very good agreement with the Real Time Reﬂectivity (RTR) measurements is presented. Sb/Ge—Si substrate multilayer systems are also studied. The simulated melt duration was lifted to the experimental data assuming 400 K undercooling of the molten layer prior to the solidiﬁcation. Ge diffusion in the sample is also presented and the diffusion constant D=7,5*10-5 cm2/s was determined.

1. Introduction
Optical heating phenomena such as laser annealing, melting, ablation, etc. of multilayer ﬁlms emerged as an important technological tool in several ﬁelds of material processing. Typical examples include surface technology, optical disk recording, polymetallurgy. ceramic engineering or recrystallization of amorphous layers for semiconductor applications [1-7]. For example, a change in material properties with temperature allows information to be recorded in some way onto a magneto-optical disk. On the other hand, the thermal diffusion in a multi-layer system is very sensitive to the ﬁnal silicide properties during laser synthesis of thin metal films.
A complete theoretical treatment of laser heating phenomena must account in detail for the optical and heat transport properties of material and their temperature variation. Thus the calculation of the temperature distribution, melt duration, molten layer thickness and the influence of such factors as media composition and laser power are important problems encountered when improving the quality of the sample.
Several methods have been proposed in the literature for the computer simulation of time and depth temperature evolution under laser irradiation. The heat convection equation was solved analytically [8-10] or numerically by means of finite-difference techniques [11,12] and the Finite Element Method [13]. Recently, Mc Gahan and Cole [14] and Shih [15] presented a procedure based on Fourier transformed Green’s functions for solving heat conduction problems encountered in magneto-optical disk recording. To obtain a more easily solvable linear equation, it was assumed that the optical and thermal parameters are independent from temperature [15,16].
An analytical solution of the heat equation is very difﬁcult and almost impossible. Therefore, the numerical calculations are more effective. 
In this paper the Finite Element Method (FEM) is used to determine the temperature evolution in crystals and multilayer samples under nanosecond laser irradiation taking into account temperature-dependent thermal and optical parameters. Phase transition effects. e.g. melting and evaporation, were included into the simulations. The melting and intermixing in Sb/Ge systems was also investigated and diffusion constants were estimated.

2. Numerical model
The laser pulse processing may be well described using a thermal model which is based on the one-dimensional heat flow given by

where T(x,t) is the temperature distribution, cs(T) is the speciﬁc heat, p(T) is the density, k(T) is the thermal conductivity and

is the heat flux. The source term S(x, t) is proportional to the Qab(x, t) energy absorbed by the surface layers given by:

where R(T) is the reﬂectivity, u(T) is the absorption coefﬁcient and Qpulse(t) is laser pulse energy. The energy loss due to the Planck radiation, surface evaporation at the melting point and heat convected to the surroundings are very small in comparison with the laser beam energy and therefore are not included into the source term (Qloss<10-3 Qpulse).
The second-order differential heat equation (l) is solved by a Finite Element Method (FEM) [17,18] in order to get an approximate numerical solution T(x, t). In our calculations samples, 0.3 mm thick, were divided into smaller regions —elements. Within the near-surface region a constant element thickness xi equal to 2 or 5 nm was chosen. To avoid excessive calculation time and to save computer memory, a variable distance between deeper nodes with exponential increments was used. The energy pulse was divided into small ti intervals, usually 1.0 or 0.5 ns, and the heat equation was successfully solved and T(x, t) was determined. The initial condition was:

where T0 was the ambient temperature. In general, if the differential equation is of order 2m, then m boundary conditions (BC) must be speciﬁed at each boundary point. In the present simulations two edge conditions are necessary. Our ﬁrst boundary condition is the energy ﬂux at the surface given by:

which means that the energy flux absorbed by the ith layer is totally convened into heat during time interval ti, and

e.g. the temperature at the back-side of the sample is close to the ambient temperature during the calculations. T0 means ambient temperature and pulse is the mean laser energy ﬂux during the time interval ti. The value xmax=0.3 mm was chosen in the simulations. Our model assumes a linear temperature dependence within each element and perfect thermal contact between adjacent layers.
Under energy beam deposition the sample temperature rises up to the melting point Tm. Further energy deposited within the ith element does not change the layer temperature but is accumulated until the value Ei, corresponding to the latent heat of melting the ith element. is reached. Then, solving the heat equation for the next time step A! we assume that these layers are molten, e.g. thermodynamical and optical parameters for the liquid phase are used. This time justiﬁes our “time of the onset of melting” deﬁnition of the ith element (tliq(xi)). The solidiﬁcation of the molten layer is determined in a similar manner. If the molten layer is cooling, its temperature falls down up to the solidiﬁcation temperature Tsol, and is constant as long as the energy accumulated within the ith element during melting is Ei>0.

[bookmark: _GoBack]Table l. Parameter values used for the heat ﬂow calculations collected in Refs. [19,27-32]

The end of melting t(xi) is determined as the moment at which solidiﬁcation of the ith element is ﬁnished. We assume the surface melt duration rm as a “liquid phase duration" of the ﬁrst element, e.g.

3. Results and discussion
3.1. Single crystal melting
In order to test the reliability of the numerical code the simulations of heat transport under different laser pulses in crystalline Si, Ge and Sb have been performed. The thermal and optical input parameters used in the calculations are summarized in Table l.

Fig. 1. Onset of melting (a) and melt duration (b) as a function of laser energy density ( =248 nm. FWHM=38 ns). Experimental data for Si (O) and Ge (D) reported in Ref. [19] and results from numerical simulations for Si (O) and Ge (l) are both included. The lines are guide lines for simulated data.

Fig. 1 shows computer simulations for c-Ge and c-Si under KrF excimer laser (=248 nm) irradiation. The experimental points are taken from Ref. [19]. Two parameters determined from time-resolved reﬂectivity measurements (RTR), e.g. onset of melt» ing (Fig. la) and melt duration (Fig. lb) are compared to the measured values [19]. The time of the onset of melting is sensitive only to the solid material parameters, while the melt duration, particularly for long melt durations. is sensitive primarily to the optical and thermal properties of the liquid [19]. At the melting threshold energy, the liquid at the surface and the underlying solid material properties are equally responsible for the melt duration, therefore the input optical and thermodynamical parameters of both phases strongly inﬂuence the molten layer parameters. A very good agreement between the measured and calculated results within the studied laser energy density range was achieved. Fig. la also shows an overestimation (less than 5 ns) of the calculated results with respect to the experimentally determined time of onset of melting. This should be caused by the too large surface element thickness (x5 nm) chosen for the calculations. The simulated melt duration agrees very well with the measured data within the studied energy range. In the calculations the temperature—dependent thermal conductivity for liquid Ge kl—Ge = 0.00028T W/cm ~ K (at T< 1800 K) has been adopted, similarly as for liquid Si [12].
Fig. 2 shows the melt duration as a function of the laser energy density for Sb single crystal (c-Sb) under an ArF laser beam (A = 193 nm) evaluated from R'I'R measurements [20] (open squares) and values calculated by means of FEM (dotted line). The melting threshold is about 85mJ/cm2 and the melt duration increases with increasing laser energy density. A very good accordance between experiment and theory is presented. A temperature-independent reﬂectivity of solid and liquid Sh equal to 0.38 and 0.357, respectively. was used in the simulations [20,21].

Fig. 2. Melt duration as a function of laser pulse energy density for c-Sb upon ArF excimer laser irradiation (A = 193 nm. FWHM=12 ns).

The melting process in laser irradiated multilayer Sb/Ge/Sb/Ge—Si substrate has also been studied. Since high resolution electron microscopy (HREM) studies show the crystalline structure of Sb and the amorphous microstructure of Ge layers formed by evaporation [21], the crystalline thermal and optical properties of Sb layers were used in the simulations. The thermal conductivity of amorphous Ge was reduced up to 0.010 W/cm - K, tag. the typical value for glassy materials. The temperature-independent thermal conductivity and melting temperature of a-Ge was determined from the computer simulations of the laser irradiated a-Ge layers grown by DC sputtering on c-Si [22]. Clearly visible on the HREM images a ~ 2 nm thick native oxide layer on the Si substrate was also introduced into the numerical model. Varying its thickness in the range 0-4 nm a negligible difference in the temperature gradient in the near-surface layers was observed. This is because the amorphous Ge thickness is much larger and a 2 nm SiO2 layer cannot affect the heat transport into the Si substrate. Finally, perfect thermal contact between the layers was assumed in the heat transport calculations. Above the melting threshold energy, the sample is molten and a very fast thermal diffusion in a liquid with respect to the solid state diffusion is observed [23,24]. Since the liquid state diffusion is not sensitive to the nature of the diffusing species, the ﬁnal Ge distribution proﬁle in the GexSbx-1 alloy formed under the laser beam strongly depends on the molten thickness and melt duration. On the other hand, material redistribution can change optical and thermal parameters of the irradiated sample which affect the molten layer thickness changing ﬁnally the melt duration. The dynamical changes of the sample composition and its thermal parameters under the laser beam were taken into account in the simulations in order to determine molten thickness and melt duration. These two most important parameters must be precisely determined before the diffusion constant and diffusion length estimation. The calculations were performed including into the model an undercooling prior to the solidiﬁcation. Experimentally determined (RTR measurements) and simulated melt duration versus laser energy for the Sb / Ge / Sb /Ge—Si multilayer system are reported in

Fig. 3, Melt duration as a function of pulse energy density for Sb/Ge/Sb/Ge ﬁlms deposited onto Si crystal: (0) data obtained using RTR technique, numerical results obtained with AT under-cooling: (0) AT =0 K. (Cl) AT = 300 K. (0) AT = 400 K. The lines connecting the simulated data are guide lines.

Fig. 3. The simulated melting threshold at 40 mJ/cm2 is in a very good agreement with the experimental results. The experimentally determined melt duration data are two times larger than the calculated results assuming that the molten layer solidiﬁes at the melting temperature before irradiation. The mixing process at the Sb/Ge interface leads to the GexSbx-1 alloy production during rapid quenching from the melt. Due to the large cooling rates (about 3 x 10‘0 K/s) a large undercooling can be expected. Including into the numerical model the melting point variation with the Ge atomic concentration and 400 K undercooling a satisfactory agreement between simulations and RTR measured melt duration was achieved. Similar undercooling up to 415 K below the melting Ge temperature was determined by Devaud and Tumbull [25] by means of a ﬂuxing technique.

Ge and Sb redistributions in the irradiated layers were analysed in the frame of the classical diffusion equation solved by FEM:

where n(x, r) is the Sb concentration and D(T)=Do*exp(—Ev/kT) is the diffusion constant, Ev is the activation energy and k is the Boltzmann constant. For the solid state diffusion the values Ev=2.42 eV and Do=3.2 cm2/s were chosen [26]. Since the

Fig. 4. Ge depth distribution proﬁle of the Sb/Ge/Sb/Ge—Si multilayer structure as grown and irradiated at u laser ﬂuence of 56 mJ/cm2: (—) as grown proﬁle, (0) experimental data from RBS measurements and (O) simulated proﬁle assuming a diffusion constant D =7.5*l0-5 cm2/s und at AT=400 K undercooling.

diffusion coefﬁcient is very small (<10-12 cm2/s) the Sb diffusion length in the bulk material is also very small during a very short (t=8ns) heating and up to 1ms cooling times, respectively. In order to save computer time this effect should be neglected in the simulations. Since we are dealing with fast liquid diffusion (D>10-4 cm2/s), the Sb and Ge proﬁles were determined “in situ” solving Eq.(4) after each time interval t=1ns. A temperature-independent diffusion constant ranging from 10-6 up to 5*10-12 cm2/s in a liquid and D=1.0*10-12 cm2/s in solid materials were chosen for the calculations, respectively. The best agreement with the experimental results was obtained with D=7.5*10-5 cm2/s. Values of the diffusion constant D>10-4 cm2/s lead to square-shaped Ge distribution proﬁles in the molten layer which differ too much from measured (RBS) ones. On the other hand, a diffusion constant less than 5*10-5 cm2/s leads to a very small modiﬁcation of the Ge concentration proﬁles.
Fig. 4 shows the Ge concentration proﬁles obtained at a ﬁxed ﬂuence (56 mJ/cm2) for 400 K undercooling. The experimental data and the asevaporated Ge proﬁle are also included. The former distribution was determined by means of a Rump simulation of random backscattering (RBS) spectra [21]. For a comparison in the upper part of Fig. 4 the Sb. Ge and GeSb buried layer thickness determined by means of HREM is also included. The Ge atomic concentration varies from 2% at the surface up to 100% at the molten depth (xmd=36nm). Simulations are in a very good agreement with the HREM study, indicating deeper than 38 nm unmixed layers. The alloy composition GexSbx-1 within the buried layer is similar to measured one. The experimentally determined factor x varies from 0.1 up to 0.7 at a depth of 10 and 34 nm, respectively, while from the computer simulations x was equal to 0.07 and 0.8 at the same depth, respectively. In contrast to the HREM results, the differences between simulated and RBS proﬁles are larger. Nevertheless, a satisfactory agreement is observed within the error bar (depth resolution=7.5nm). Finally, the ﬁtted diffusion constant D=7.5*l0-5 cm2/s is higher than the value D=2.0*10-5 cm2/s determined in Ref, [21]. Both values were determined solving the Fick equation classically and by means of the FEM. The FEM code assumes a ﬁnite amount of intermixing species while the classical solution of the diffusion equation assumes an inﬁnite diffusion source which should explain the difference in diffusion constant determination. The second source of the discrepancy is the diffusion time. In Ref. [21] the diffusion constant determined from the diffusion length is probably underestimated due to the assumption that the mixing time is equal to the melt duration. Since Ge diffusion in the solid Sb can be neglected, the Ge migration in the sample starts when the Sb/Ge interface is molten and ﬁnishes earlier than the surface layer solidiﬁcation. At a laser energy density E<60 mJ/cm2 the interdiffusion time can be reduced up to 20 ns.

4. Conclusions
Numerical simulations based on Finite Element Methods were applied to study the melting process of the Si, Ge and Sb crystals. A very good agreement of the simulated results with molten layer parameters determined experimentally by means of RTR techniques, e.g. melting threshold and melt duration, was demonstrated. The same simulation technique was used for laser annealing of the multilayer Sb/Ge—Si system. The melting threshold in that case was in good agreement with the experimental data but large differences in melt duration of the surface layer were observed. It was concluded that 400 K undercooling prior to the solidiﬁcation leads to a very good agreement between experimental and simulated melt duration. Finally, the simulation of Ge diffusion in the multilayer system was studied. It was concluded that Ge diffusion in the solid target can be neglected with respect to the intermixing in a molten layer where the diffusion constant D=7.S X 10-5 cm2/s was determined.
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