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Abstract

A positive system is a system in which the state variables are always positive in
value. In this introductory tutorial paper, basic results on positive systems are reviewed
and recent developments and open problems are addressed.

1 Introduction

The theory of positive systems is deep and elegant – and yet pleasantly consistent

with intuition. [...] It is for positive systems, therefore, that dynamic systems

theory assumes one of its most potent forms.

(David Luenberger, in Introduction to Dynamic Systems, Wiley, 1979)

As stated in the celebrated Professor Luenberger’s book on dynamic systems, a positive

system is a system in which the state variables are always positive (or at least nonnegative)

in value. It is somewhat surprising to realize how easily available is the information on

positivity of state variables and how strong can be the consequences of such information on

system’s behaviour! Again, this surprise is very well described in the just cited book:

Indeed, just the knowledge that the system is positive allows one to make some

fairly strong statements about its behaviour: these statements being true no

matter what value the parameters may happen to take.

So, going deep further into this feeling of surprise, one may find evidences in many and

diverse areas of science and technology, since the positivity property just defined, is always

nothing but the immediate consequence of the nature of the phenomenon we are dealing

with. A huge number of examples are just before our eyes: any possible type of resource

measured by a quantity: time, money, goods, buffers size, queues, data packets flowing in a

network, human, animal and plant populations, concentration of any conceivable substance

you may think of and also – if you haven’t conceived this – mRNAs, proteins, molecules,

electric charge (see [3, 8]), light intensity levels (see [5]) ... Moreover, last, but not least, one
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has to mention any stochastic model (such as the Hidden Markov Model), since, clearly, also

probabilities are positive quantities.

However, in oder to be politically correct, it is very important to well define limitations and

boundaries of this ”extended family” of systems. Other than the classical field of electro-

mechanical systems where any value is admissible, we have to point out that in many real

situations one is interested in considering the deviations of the state variables from a certain

equilibrium or operating point (set point) which may not be the origin, so that in this case

the positivity property of the original state variables can be assumed to hold provided that

the deviations are ”small enough”. But, still, as we will see very soon hereafter, also in such

situations, we are not at all at the end of the story...

In this tutorial paper, to explain the main issues and discuss some interesting new openings

in the theory of positive systems, we will concentrate on the simple case of linear time

invariant single input/single output discrete-time positive systems. Recently, many issues

regarding positive system analysis and control has been studied by a large number of authors.

We just cite a few: reachability [10, 11, 14, 17, 27, 33, 36, 38], stabilization [12, 26, 23, 39,

40, 34], 2D systems and behavioural approach [24, 27, 28, 35, 42, 44], optimal control [25],

identification [13], realization [1, 2, 4, 6, 15, 16, 19, 20, 21, 22, 29, 31, 36, 41, 42, 45, 46].

However, for the sake of brevity, in this paper we will limit ourselves to discussing a few

issues regarding positive systems.

The paper is organized as follows. The next section deals with the homogeneous case and

the celebrated fundamental result due to Frobenius and Perron will be stated with emphasis

on the dynamical aspects of system’s behaviour. In section III the nonhomogeneous case is

treated and, in particular, questions related to external (input/output) positivity, stability

and realization are briefly discussed.

The reader interested in the topic presented in this paper may find useful reference [18].

2 Homogeneous positive systems: definitions and dom-

inant modes analysis

We begin with basic definitions.

Definition 2.1. A vector x or a matrix A will be said to be positive [strictly positive], and

denoted by x > 0, A > 0, provided that its entries are nonnegative but at least one of them

is positive [provided that its entries are positive]. A vector sequence x (k) will be said to be

positive [strictly positive] provided that its entries are nonnegative for any k ≥ 0 but x (k) is

positive for some k > 0 [provided that its entries are positive for any k ≥ 0]. The set defined

by x ∈ Rn such that xi ≥ 0, will be called the nonnegative orthant and denoted by Rn
+.

Note that the above definition implies that we do not consider the trivial cases of zero
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vectors, matrices or sequences1.

Let us consider the homogeneous LTI discrete-time dynamic system

x (k + 1) = Ax (k) (2.1)

where A ∈ Rn×n and the following definition of positivity of a system:

Definition 2.2. A linear system described by the state space representation (2.1) is said

to be an (homogeneous) positive linear system iff for any positive initial state vector, the

trajectory remains positive for all times.

The above definition requires the nonnegative orthant to be invariant for the dynamics,

i.e. the positivity property as just defined call for the mathematical model (2.1) to be

consistent with the a priori information on the positivity of the relevant variables involved

in the process. In fact, in order to make the model consistent, it must happen that any initial

state in the nonnegative orthant generates a state trajectory bounded to ”live” only in the

nonnegative orthant. This requirement may appear - depending on the information available

and on the modeler attitude - pretty obvious or unduly demanding. Both choices are to be

considered somehow reasonable and the actual decision strongly depends on the specific case

at hand (other than personal beliefs and tastes... as usual). Different definitions of positivity

may be adopted by referring to specific subsets of initial states of practical interest. In the

following we will assume that, even if the real values of initial conditions are bounded by

some region of the nonnegative orthant, we have no reason to believe that some (real or

fictitious) initial state may produce a nonpositive sequence.

Then, let us suppose that we are dealing with a genuine positive system, then the following

result is an immediate (and very easily proved) consequence of the above definition:

Theorem 2.1. A linear system described by the state space representation (2.1) is a positive

linear system iff A > 0, i.e. the dynamic matrix A is positive.

The above theorem enable us to determine whether a system is positive or not by simply

looking at the entries of the dynamic matrix. It is important to note, at this point, that

even if we are interested in modelling the deviations of the (positive) state variables from

an equilibrium point (set point), nevertheless the positivity still plays a key role in the

determination of the system’s dynamic behaviour! In fact, positivity of the dynamic matrix

A is independent of the specific equilibrium we are considering. This is the reason why,

positivity is a more general property than one might think. Actually, to be more precise

(but not pushing too far the question), positivity of matrix A implies also that two solutions

1Adopting this definition, one has that a sequence such that x (0) > 0 and x (k) = 0 for any k > 0 is
not positive. Clearly, this behaviour is trivial from a dynamic system’s point of view, so it is reasonable to
remove this possibility from the world of positive systems.

3



x1 (k) and x2 (k) of the associated dynamic system (2.1) share the following property known

as comparative dynamics (see [30]):

x1(0) ≥ x2(0) =⇒ x1(k) ≥ x2(k) for any k > 0

which defines the so-called cooperative or order preserving flow systems. For linear systems,

positivity implies cooperativity and viceversa, but this not generally true for the nonlinear

case.

Going back to positive linear systems and before stating the famous result of Frobenius

(and Perron) on positive matrices and its consequences on the dominant dynamics of an

homogeneous positive system, we need a simple preliminary definition.

Definition 2.3. An homogeneous positive system of dimension n ≥ 2 is said to be reducible

iff the evolution of a set of n1 state variables is independent of the evolution of the remaining

n2 = n− n1 state variables. An homogeneous positive system that is not reducible is said to

be irreducible.

For example, systems composed of two positive systems connected in series or in parallel,

are reducible. As one can readily see ([18], [9]), any given homogeneous positive systems

such as (2.1), after a reordering of the state variables by means of a change of coordinates

defined by an appropriate permutation matrix P , can be written in the equivalent form

z (k + 1) = PAP T z (k) where PAP T is block triangular, that is

PAP T =




A∗
11 0 . . . 0

A∗
21 A∗

22 . . . 0
...

...
...

A∗
k1 A∗

k2 . . . A∗
kk




and the k square matrices on the main diagonal defines k positive irreducible systems. Since

the spectrum of a block triangular matrix is the union of the spectra of each submatrix on

its main diagonal, it is clear that we can study, without loss of generality, only the case

of irreducible positive systems. We are now ready to state a reformulation of the Perron-

Frobenius theorem:

Theorem 2.2. If an irreducible homogeneous discrete-time system (2.1) has h dominant

eigenvalues of modulus r, then these numbers are distinct roots of λh − rh = 0. In par-

ticular, one of them is positive real with algebraic multiplicity equal to one and called the

Frobenius eigenvalue λF . The associated eigenvector is strictly positive and called the Frobe-

nius eigenvector xF . Moreover, there are no positive eigenvectors other than the Frobenius

eigenvector.

The Perron-Frobenius theorem provides information of the long term behaviour of an ho-

mogeneous positive irreducible system, so that we may well agree with Professor Luenberger:
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Fig.1: The behaviour of a second order discrete-time irreducible positive linear system for

the cases h = 1 and h = 2

Just the knowledge that the system is positive allows one to make some fairly

strong statements about its behaviour; these statements being true no matter

what values the parameters may happen to take.

In fact, we know that for a linear system like (2.1), the state vector tends to align itself

with the dominant eigenvector, and consequently the behaviour of any irreducible positive

system is just like one of those depicted in Figure 1 for the case of a second order system.

3 Nonhomogeneous positive systems: External posi-

tivity, stability, and realization

In this section we will focus on the more general case in which, other than state variables,

also inputs and outputs have to be modelled. Let us then consider for the sake of simplicity
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the homogeneous SISO LTI discrete-time dynamic system:

x (k + 1) = Ax (k) + bu (k)

y (k) = cT x (k)
(3.2)

where A ∈ Rn×n and b, c ∈ Rn and the following definition of positivity of a system:

Definition 3.1. A linear system described by the input/state/output representation (3.2) is

said to be a (nonhomogeneous) positive linear system iff for any positive initial state vector

and positive input, the output and the state trajectory are positive.

The following theorem enables one to recognize whether a given system in state space form

is positive or not.

Theorem 3.1. A linear system described by the input/state/output representation (3.2) is

a positive linear system iff A, b, c > 0.

3.1 External positivity and stability

When considering, as in this case, also input and outputs, it is natural to define properties

regarding them. By doing so, we arrive at the following ”natural” definition of input/output

positivity (that can be called external positivity):

Definition 3.2. A linear system is said to be externally positive iff for any positive input,

the output is positive.

The above definition leads to the following theorem, whose proof is straightforward:

Theorem 3.2. A linear system is an externally positive system iff its impulse response is

positive.

Also in the case of input/output representation, the condition of positivity can be simply

checked by inspection on the impulse response. Clearly, a systematic (and minimal in some

sense) way to check positivity, given the transfer function would be preferable. However,

external positivity is an a priori information which is easily available and stems directly

from the specific problem at hand. It is plain that, for example, when modelling the kinetics

of a drug in the human body, typically the input is the drug input rate and the output is

some concentration measure in a specific organ of the body. If this is the case, the system

under study is certainly an externally positive system (and internally as well).

An interesting problem is that of estimating model parameters (identification) while im-

posing external positivity. A first step of this hard task is described in [13, 7].

What about specific properties of the poles? Well, a basic result is a direct consequence

of Theorem 2.2:
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Theorem 3.3. The poles of the transfer function of a positive system are a subset of those

which are admissible eigenvalues of some positive matrix. One of the dominant poles is

positive real (and called the Frobenius pole).

The above theorem admits the possibility that some of the eigenvalues (possibly dominant)

may be hidden, i.e. they do not appear as poles of the transfer function. It is important

to point out that one cannot consider only coprime transfer functions, since it might be

well the case that positivity ”forces” the presence of hidden modes, as we will see soon

in the subsequent section. For this reason, the concept of ”minimality” of a state space

representation (realization) of a positive system is inherently different from that of ordinary

linear systems.

For externally positive systems, the following result hold:

Theorem 3.4. One of the dominant poles of an externally positive system is positive real

(and called the Frobenius pole).

The proof is found immediately by considering that the long term behaviour of the impulse

response must remain positive for all times.

We end this section with a remarkable result on stability of externally positive systems

(whose proof can be found in [18]):

Theorem 3.5. An externally positive system is asymptotically stable iff the denominator

d (z) of the transfer function of the given system is such that the coefficients of d (z − 1) are

all positive.

It is known that the above condition is only necessary for ordinary linear systems, but for

positive systems is also sufficient! This fact greatly simplifies the calculations and the only

information needed is externally positivity...

So, it’s worth recalling hereafter Professor Luenberger statement: ...just the knowledge that

the system is positive allows one to make some fairly strong statements about its behaviour...

3.2 Positive realization

Given a strictly proper rational transfer function G(z), the triple {A, b, cT} is said to be a

positive realization if

G(z) =
∑

k≥1

cT Ak−1bz−k

with A, b, cT positive. The positive realization problem consists of providing answers to the

questions:

• (The existence problem) Is there a positive realization {A, b, cT} of some finite dimen-

sion N and how it may be found?
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• (The minimality problem) What is a minimal value for N?

• (The generation problem) How can we generate all possible positive realizations?

In references [1, 15], the existence problem has been completely solved and a means of

constructing such realizations is there also given. In this section we shall not consider the

interesting question of characterizing the relationship between equivalent realizations, and

we shall concentrate on what we have termed the minimality problem.

3.2.1 Minimality in the positive setting

It is known that, for transfer functions of degree 1 or 2, positivity of the impulse response

is a necessary and sufficient condition for the existence of a positive realization. Moreover,

in those two cases, the minimal dimension of a positive realization coincides with the degree

of the transfer function. On the other hand, the situation for the case of transfer functions

of degree n > 2 is totally different. To show that the minimality problem for positive linear

systems is inherently different from that of ordinary linear systems we shall make use of the

following two examples.

Example 1 Consider the following positive realization

A =

2q+1︷ ︸︸ ︷


0 0 . . . 0 0 1

1 0 . . . 0 0 0

0 1 0 0

0 0
. . .

...
...

...
... 1 0 0

0 0 . . . 0 1 0




b =




1

0

0
...

0

0




(3.3)

cT =

(
0 . . . 0︸ ︷︷ ︸

2q

1 . . . 1
)

︸ ︷︷ ︸
2q

where the parameter q is an integer greater than or equal to 1. The dimension of the

realization is N(q) = 2q+1 while the corresponding transfer function

G (z, q) =
1

(z − 1) (z2q + 1)
, q ≥ 1

is of McMillan degree n(q) = 2q +1. By exploiting the rotational symmetry of the dominant

poles of G(z, q) as required by the Frobenius theorem, it can be easily proved that for any

integer q ≥ 1, the realization (3.3) is minimal as a positive linear system. The poles pattern

of G(z, q) for q = 1 and q = 2 is depicted in Figure 2.
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Fig.2: Poles pattern of G(z, q) for q = 1 and q = 2

Note that the difference between the dimension N(q) of the minimal positive realization

of the system and the corresponding transfer function McMillan degree n(q)

N(q)− n(q) = 2q − 1

goes exponentially to ∞ as q increases.

As it will appear in the sequel, this rotational symmetry of the spectrum of a positive

matrix, due to the specific dominant poles pattern, is not the only reason for non minimal-

ity (i.e. not jointly reachable and observable systems) in the positive realization problem.

Roughly speaking, we show next that the dimension of a positive realization may be “large”

although the dominant eigenvalue is unique, so that no symmetry of the spectrum is required

by the Frobenius theorem. In fact, since a positive matrix cannot have arbitrary eigenvalues,

then the non dominant poles also have limitations. For this consider the sets Θρ
n denoting

the set of points in the complex plane that are eigenvalues of positive n × n matrices with

Frobenius eigenvalue ρ. A full characterization of these sets has been given by Karpelevic

(see [32]). For example, the set Θρ
2 consists of points on the segment [−ρ, ρ] and the set Θρ

3

consists of points in the interior and on the boundary of the triangle with vertices ρ, ρe2πi/3,

ρe4πi/3 and on the segment [−ρ, ρ]. The sets Θρ
3 and Θρ

4 are depicted in Figure 3.

Example 2 Consider the following positive realization

A =




0 0.95 0 0.05

0.05 0 0.95 0

0 0.05 0 0.95

0.95 0 0.05 0


 b =




1

0

0

0


 c =




0

0

1

1


 (3.4)
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Fig.3: The sets Θρ
3 and Θρ

4

of dimension 4. The corresponding transfer function

G (z) =
∗

(z − 1)(z2 + 0.81)

is of McMillan degree 3. Since the poles of G (z) are 1, ±0.9 i and they lie inside Θ1
4 and not

in Θ1
3, then the dynamic matrix of any minimal positive realization must be of dimension

greater than 3. Therefore the fourth order positive realization (3.4) is minimal as a positive

system.

This last mechanism, related to a specific poles pattern, is – again – not the only reason

for non minimality in the positive realization problem even when the dominant eigenvalue is

unique. In fact, the dimension of a positive realization may be “large” although the dominant

eigenvalue is unique and no complex eigenvalues are present. This should be not surprising

since positivity of the system implies restrictions not only on the dynamic matrix but on the

input and output vectors also. In fact, it has been shown in reference [4] that the transfer

function

G (z, N) =
1

z − 1
− 25 · 0.44−N

z − 0.4
+ 75 · 0.24−N

z − 0.2
admits a minimal positive realization of state space dimension not smaller than N , where

the parameter N is an integer greater than or equal to 4. This is quite surprising since, in

spite of the fact that we are dealing with the seemingly simple case of a third order transfer

function with distinct positive real poles, the minimal positive realization may possibly have

a “large” state space dimension.

In what follows we present a partial insight into the positive minimality problem dealing

with the case of third order transfer functions with distinct positive real poles. In this case,

in reference [2], the following result is proved:
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Theorem 3.6. Let

G(z) =
r1

z − λ1

+
r2

z − λ2

+
r3

z − λ3

be a third order transfer function (i.e. r1, r2, r3 6= 0) with distinct positive real poles

λ1 > λ2 > λ3 > 0. Then, G(z) has a third order positive realization if and only if the

following conditions hold:

1. r1 > 0

2. r1 + r2 + r3 ≥ 0

3. (λ1 − η) r1 + (λ2 − η) r2 + (λ3 − η) r3 ≥ 0

4. (λ1 − η)2 r1 + (λ2 − η)2 r2 + (λ3 − η)2 r3 ≥ 0 for all η such that η ≤ η ≤ λ3

where η = max



0,

λ1 + λ2 + λ3 − 2
√

(λ2 − λ3)
2 + (λ1 − λ2) (λ1 − λ3)

3





It is worth noting that the proof of the previous result, as presented in [2], is mainly

geometric and heavily relies on the third–order assumption. For this reason, it appears

very difficult to us to extend that kind of proof to the higher order case. Nevertheless, this

geometric approach may be fruitfully applied to the case in which either the assumption on

the poles location is removed or the order of the minimal positive realization is not limited

to equal the McMillan degree.

4 Open problems

As it is clear from the issues so far discussed, there are a considerable number of open prob-

lems related to positive systems. We just name a few of them. First of all, it is not clear what

kind of mathematical “instruments” should be used to effectively tackle the minimality prob-

lem. In fact, the geometric approach (i.e. that of working with invariant cones) has proved

to be the right choice for determining the existence of a positive realization. By contrast,

such approach, has lead to the determination of necessary and sufficient conditions for the

third order case only. A different formulation, such as the factorization approach proposed

by Picci and van Schuppen in reference [37], can be a viable and promising possibility.

Another important issue related to minimality of positive systems is the study of “hidden

modes”, i.e. of the eigenvalues which possibly one has to add in order to obtain a minimal

positive realization. A full characterization of this property may lead to a deeper and valuable

insight into the problem. Lastly, we mention the MIMO case, which is not a straightforward

extension of the SISO case, as for the existence problem.

Some other open problems related to minimality of positive systems are listed below:
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• how are all positive minimal realizations connected?

• how can one simply figure, directly from the system’s parameters (say, residues and

eigenvalues), the minimum number of samples of the impulse response to be checked in

order to infer positivity of the whole impulse response and how is this number related

to minimality?

• how can one approximate a positive realization by a lower dimension one?

• find “tight” lower and upper bounds to minimal order of a positive realization2.

References

[1] B.D.O. Anderson, M. Deistler, L. Farina and L. Benvenuti, Nonnegative realization of

a linear system with nonnegative impulse response, IEEE Trans. Circuits and Syst.-I:

Fundamental Theory and Applications 43 (1996) 134–142

[2] L. Benvenuti, L. Farina, B.D.O. Anderson and F. De Bruyne, Minimal discrete-time

positive realizations of transfer functions with positive real poles, IEEE Trans. Circuits

and Syst.-I: Fundamental Theory and Applications 47 (2000) 1370–1377

[3] L. Benvenuti, L. Farina, B.D.O. Anderson, Filtering thorugh combination of positive

filters, IEEE Trans. Circuits and Syst.-I: Fundamental Theory and Applications 46

(1999) 1431–1440

[4] L. Benvenuti and L. Farina, An example of how positivity may force realizations of

’large’ dimensions, Systems & Control Letters 36 (1999) 261–266

[5] L. Benvenuti and L. Farina, The design of fiber-optic filters, J. Lightwave Technology

19 (2001) 1366–1375

[6] L. Benvenuti and L. Farina, A note on minimality of positive realizations, IEEE Trans.

Circuits and Syst.-I: Fundamental Theory and Applications 45 (1998) 676–677

[7] L. Benvenuti and L. Farina, Positive and compartmental systems, IEEE Trans. Auto-

matic Control 47 (2002) 370–373

[8] L. Benvenuti and L. Farina, Discrete-time filtering via charge routing networks, Signal

Processing 49 (1996) 207–215

[9] A. Berman and R. J. Plemmons, Nonnegative Matrices in the Mathematical Sciences,

Classics in Applied Mathematics, SIAM Press, Philadelphia, 1994

2Interesting preliminary results have appeared in [21]

12



[10] R. Bru and V. Hernandez, Structural properties of discrete-time linear positive peiodic

systems, Linear Algebra and its Applications 121 (1989) 171–183

[11] P.G. Coxon and H. Shapiro, Positive input reachability and controllability of positive

systems, Linear Algebra and its Applications 94 (1987) 35–53

[12] P. De Leenheer and D. Aeyels, Stabilization of positive linear systems, Systems and

Control Letters 44 (2001) 259–271

[13] A. De Santis and L. Farina, Identification of positive linear systems with Poisson output

transformation, Automatica 38 (2002) 861–868

[14] M.P. Fanti, B. Maione and B. Turchiano, Controllability of linear single-input positive

discrete-time systems, International Journal of Control 50 (1989) 2523–2542

[15] L. Farina, On the existence of a positive realization, Systems & Control Letters 28

(1996) 219–226

[16] L. Farina, Necessary conditions for positive realizability of continuous-time linear sys-

tems, Systems & Control Letters 25 (1995) 121- 124

[17] L. Farina and L. Benvenuti, Polihedral reachable set with positive controls, Math. Con-

trol Signal Systems 10 (1997) 364–380

[18] L. Farina and S. Rinaldi, Positive Linear Systems: Theory and Applications, Series on

Pure and Applied Mathematics, Wiley-Interscience, New York, 2000

[19] K.-H. Foerster and B. Nagy, Nonnegative realizations of matrix transfer functions, Lin-

ear Algebra and its Applications 311 (2000) 107–129

[20] K.-H. Foerster and B. Nagy, Spectral properties of rational matrix functions with non-

negative realizations, Linear Algebra and its Applications 275–276 (1998) 189–200

[21] C. Hadjicostis, Bounds on the size of minimal nonnegative realizations for discrete-time

LTI systems, Systems & Control Letters 37 (1999) 39–43

[22] T. Kitano and H. Maeda, Positive realization of discrete-time systems by geometric

approach, IEEE Trans. Circuits and Syst.-I: Fundamental Theory and Applications 45

(1998) 308–311

[23] D.J.G. James, S.P. Kostova and V.G. Rumchev, Pole assignment for a class of positive

linear systems, International Journal of Systems Science 32 (2001) 1377–1388

[24] E. Fornasini and M.E. Valcher, On the spectral combinatorial structure od 2D positive

systems, Linear Algebra and its Applications 245 (1996) 223–258

13



[25] W.P.M.H. Heemels, S.J.L. van Eijnghoven and A.A. Stoorvogel, Linear quadratic regu-

lator problem with positive control, International Journal of Control 70 (1998) 551–578

[26] D. Hinrichsen and N.K. Son, µ-analysis and robust stability of positive linear systems,

Applied Mathematics and Computer Science 8 (1998) 1–15

[27] T. Kaczorek, Reachability and controllability of 2D positive linear systems with state

feedbacks, Control and cybernetics 29, (2000) 141–151

[28] T. Kaczorek, Positive 1D and 2D systems, Springer, New York, 2002

[29] T. Kaczorek, Realization problem for discrete-time positive linear systems, Appl. Math.

and Comp. Sci. 7 (1997) 117–124

[30] D. Luenberger, Introduction to Dynamics Systems, Wiley, New York, 1979

[31] H. Maeda and S. Kodama, Positive realization of difference equation, IEEE Trans.

Circuits and Systems. 28 (1981) 39-47

[32] H. Minc, Nonnegative Matrices, Wiley, New York, 1987

[33] D.N.P. Murthy, Controllability of a linear positive dynamic system, International Jour-

nal of Systems Science 17 (1986) 49–54

[34] S. Muratori and S. Rinaldi, Excitability, stability and sign of equilibria in popsitive

linear systems, Systems & Control Letters 16 (1991) 59–63

[35] J.W. Nieuwenhuis, When to call a linear system nonnegative, Linear Algebra and its

Applications 281 (1998) 43–58

[36] Y. Ohta, H. Maeda and S. Kodama, Reachability, observability and realizability of

continuous-time positive systems, SIAM J. Control Optim. 22 (1984) 171-180

[37] G. Picci and J.H. van Schuppen, Primes in several classes of the positive matrices,

Linear Algebra and its Applications 277 (1998) 149–185

[38] V.G. Rumchev and D.J.G. James, Controllability of positive linear discrete-time sys-

tems, International Journal of Control 50 (1989) 845–857

[39] V.G. Rumchev and D.J.G. James, Spectral characterization and pole assignment for

positive linear discrete-time systems, nternational Journal of Systems Science 26 (1995)

295-312

[40] V.G. Rumchev and D.J.G. James, Oscillatory behaviour of controllable single-input

positive linear discrete-time systems, IMA J. Math. Control & Inform. 12 (1995) 235-

243

14



[41] C. Wende and L. Daming, Nonnegative realizations of systems over nonnegative quasi-

fields, Acta Mathematicae Applicatae Sinica 5 (1989) 252-261

[42] M.E. Valcher, Nonnegative realization of autonomous systems in the behavioral ap-

proach,SIAM J. Control Optim. 40 (2001) 540–556

[43] M.E.Valcher, Controllability and reachability criteria for discrete-time positive systems,

International Journal of Control 65 (1996) 511–536

[44] M.E.Valcher, Nonnegative linear systems in the behavioral approach: the autonomous

case, Linear Algebra and its Applications 319 (2000) 147–162

[45] J.M. van den Hof, Realization of positive linear systems, Linear Algebra and its Appli-

cations 256 (1997), 287-308.

[46] B.G. Zaslavsky, Positive realizability of linear control systems, Automath. Telemekh. 6

(1989) 13-22

15


