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The state of development of innovations in Ukraine is characterized by an increase in development on the basis of 

start-up projects with the use as a project product of information systems of varying complexity. The article analyzes 
the weak survivability of the results of start-up projects. The conclusion on the need to predict the stages of develop-
ment of IT project products based on the analysis of the processes of interaction of users (customers) with the infor-
mation system (product). In this article, components of the model of forecasting of IT products development of innova-
tive start-up projects are considered based on the analysis of formed datasets of the interactions of prospective clients. 
We offered the algorithm of formation of initial datasets based on Customer Journey Map (CJM), which are the tool of 
fixing of events of the interaction of clients with the system. Examples of models of analogues of clients' travel maps are 
given, which are the basis for recording and analyzing interactions. This fact is the basis for the formation of appropri-
ate data sets of large dimension. As a mechanism for processing big data sets and building strategies for IT products 
development, it is proposed to use a learning neural network. Mathematical models for further modeling and analysis of 
the obtained results are built. We used a simple linear regression analysis to model the relationship between a single 
explanatory variable and a continuous response variable (dependent variable). An exploratory data analysis method 
was applied to the available data to find repetitive patterns and anomalies. In the course of the research, we construct-
ed a model of linear regression implementation using the gradient optimisation approach. The linear models of the 
scikit-learn library for the regression task were also applied, and the stabilisation regression method was implemented. 
Modelling and analysis of the obtained results were carried out, which showed greater efficiency over the extended life 
cycle of IT project products. 
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1. INTRODUCTION 

At the current stage of development of 

information systems engineering technologies, 

innovations in the form of start-up projects are 

becoming increasingly important [1]. Such projects 

are often formalised as separate commercial 

enterprises to obtain funding and financial 

profitability. Often, such companies are represented 

with the implementation of SaaS (Software as a 

Service) distribution model [2] or B2B (Business to 

Business) transactions [3]. Such business models 

have problems with long sales cycles, as the decision 

of the client is collective and depends on many 

factors. The success of the product development and, 

accordingly, the efficiency of the enterprise depends 

on the indicator of the quality of customer service at 

information interaction with the IT system. 

However, to define directions of development of 

such products, it is not simple. For this purpose, it is 

necessary to form datasets during some period, 

characterising points of preferable information 

interaction of different kinds of clients, and also to 

spend analytics and to predict directions of such 

development. 

The method of information interaction that has 

proved to be effective in many projects can be used 

to solve these problems. It is based on the analysis 

of the "journey" (interaction with IT product) of the 
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prospective client (Customer Journey Map – CJM) 

[4, 5]. Also, it is necessary to combine millions of 

events, which will provide the necessary analysis of 

the impact on the customers' journeys and will 

determine the future content of projects to develop 

such IT products. 
By analysing [6] millions of real-time interaction 

data points, it will be possible to find the most 
critical customer movement events in the system [7] 
and prioritise those opportunities that have a 
significant impact on business objectives, such as 
increasing revenue, reducing customer churn, 
improving customer service [8] and developing 
innovations in the company. 

However, sufficient constructive and 
technological complexity of construction of 
programs of development of complex IT products 
demands the use of the project approach [9–12] 
wherein processes of creation and development of 
such systems methods and information 
technologies of project management are applied. 

Experience shows that for analytical processing of 
considerable volumes of the information of 
interaction of clients with IT system use of methods 
of artificial intelligence (AI) will have a significant 
influence on the efficiency of development programs 
(of projects) creation. 

The search for optimal variants of distribution of 
resources at the preparation of development 
programs in innovative projects can reduce terms of 
performance of project tasks and, as a result, 
decrease their cost. At the same time, predicting the 
impact of interaction with clients [13] on the 
variants of development programs in such projects is 
a multidimensional task that can be solved using 
technologies of modern artificial neural networks 
[14]. Besides, it is necessary to take into account 
numerous changes [15] that affect various 
parameters of innovative projects and significantly 
affect the negative results of their implementation. 

Thus, consideration of the possibilities of 
experimental use of the Customer Journey Map and 
artificial neural networks in the research of 
improving the quality of interaction of numerous 
clients based on optimal development programs of 
start-up projects is an actual challenge. 

2. ANALYSIS OF RECENT  

RESEARCH AND PUBLICATIONS 

Application of the project approach to start-up 
development and effective use of products of these 
projects at the creation of modern IT were 
considered in research papers [9–16]. In [9], new 
models of management of innovations in projects 
based on the use of Markov processes are offered. 
This approach can be used for further development 

of start-up projects. However, there is no 
assessment of the value of products for customers 
of such projects. The [10] contains a description of 
the competency models that can be applied to Start-
up project teams by the customer. However, there 
are no methods of interaction between users and the 
customer's team here. 

The [11] provides a detailed description of the 
process approach for managing any kind of projects, 
and the specifics of innovation project management are 
considered separately. However, the processes of 
management of the creation and development of a 
product are not given. At the same time, [12] describes 
integrated methodologies for organisational and 
product management of development projects. 
However, methods of an estimation of the efficiency of 
communication interaction are insufficiently described. 
In [13, 14, 16] approaches to the management of 
complex IT projects based on proactive (anticipatory, 
predictive) management with the use of methods of 
artificial intelligence, in particular, with the use of 
artificial neural networks, have been proposed. 
However, studies based on interaction with clients 
have not been conducted. 

The use of methods to assess customer interac-
tions in SaaS and B2B business models based on 
Customer Journey Map has been highlighted in [4, 
17–19]. As noted in these papers, such developments 
should be based on new tools to assess the produc-
tivity (value) of customer interaction with the IT 
product as feedback. Here we can use well-proven 
customer journey models though it is not specified, 
how to process rather big data on numerous indica-
tors analytically. 

Then, considering aspects of application of 
intellectual tools for the analysis and forecasting 
based on the processing of a big data set from the 
interaction of clients, it is possible to consider papers 
[20–27]. In these papers, it is noted that the most 
acceptable for us, in terms of intellectual forecasting 
of the composition of programs for the development 
of complex IT products, is the use of trainable neural 
networks. Furthermore, it will be useful in our case 
to build a model of linear regression implementation 
[23] using the gradient optimisation approach [27]. 

The goal of the article is to justify and develop a 
model for predicting the composition of the program 
for the development of complex products of start-up 
projects using the analysis of customer interaction 
data based on the Customer Journey Map and the 
application of trainable neural networks. 

The main objectives of this study are as follows: 
1. Identify the interaction elements that form the 

basis of the Customer Journey Map to create survey 
datasets within one year. 

2. Development of a model for forecasting the 
composition of development programs, taking into 



Безпека інформаційних систем і технологій, № 1 (3/4), 2020                                                           

 

7 

account maximum customer loyalty and retention in 
their interaction with the IT system. 

3. Development of algorithms for modelling the 
neural network training processes and setting up the 
forecasting processes. 

3. MODEL DEVELOPMENT AND USE  

OF MODELLING METHOD 

A. Constructing customer interaction models 
with IT product based on journey maps  

As mentioned above, one of the effective tools to 
assess the quality of user interaction with the IT 
product is the customer journey map (CJM). It is a 
tool for visualising of the interaction of the 
consumer with a product or service. Creating a CJM 
is both a process of analysis and a method for 
generating ideas to improve a product or service. 

CJM displays a time-bound interaction broken 
down into small components. The components of 
interactions refer both to the process (consumers' 
goals and objectives, their actions, expected results, 

problems and barriers preventing the transition to the 
next step, touchpoints, materials, tools, equipment, 
KPI from the business point of view, etc.) and to the 
psycho-emotional state of the consumer (thoughts, 
feelings, emotions). 

This approach to the development of products 
characterized by multi-channel interaction is 
particularly useful, that is, for those cases where the 
customer and the product have many "touchpoints". 
The customer always has a sum of impressions of 
the interaction with the product through all available 
channels, so that even one negative experience is 
able to vilify the entire product in the eyes of the 
client and force him to cancel the subscription. 

As an example, we can consider the CJM depicted 
in Fig. 1, which shows the customer's journey from 
awareness, consideration, purchase and further use of 
the "instant server" in a particular web application 
(IaaS distribution model) of the multinational 
telecommunications company ("Telefónica"). 

 

 

 
Fig. 1. Example of Customer Journey Map 

 
B. Building predictive models using neural 

networks 
Regression models are used to predict target 

variables on a continuous scale, which makes them 
useful for many scientific issues and information 
industry applications, such as understanding 
relationships between variables, assessing trends, or 
making forecasts. 

One example of their application can be the 
prediction of company sales in the coming months: 

𝑦 =  𝑤0 +  𝑤1𝑥,                           (1) 

where 𝑤0 – weight, that is the intersection point of 

the Y-axis; 𝑤1 – the explanatory variable 
coefficient. The most frequently used is multiple 
linear regression y:  
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𝑦 = 𝑤0𝑥𝑜 + 𝑤1𝑥1 + ⋯ +  𝑤𝑚𝑥𝑚 = 

= ∑ 𝑤𝑖𝑥𝑖 = 𝑤𝑇𝑥𝑚
𝑖=1  ,                    (2) 

where 𝑤0 is the intersection point of the Y-axis at;  

m – the number of regression members; 𝑤𝑇– the 
explanatory variable coefficient. 

To determine the number of linear relationships 
between features, we will now create a correlation 
matrix. 

The correlation coefficients are limited to the 

range [-1, 1]. Two attributes have, respectively, 

absolutely positive correlation if r = 1, no correlation 

if r = 0, and absolutely negative correlation if r = -1. 

As mentioned earlier, Pearson's correlation 

coefficient can be calculated simply as the 

covariance between two attributes x and y – 

numerator, divided by the product of their standard 

deviations (denominator): 

𝑟 =
∑ [(𝑥𝑖−𝜇𝑖)(𝑦𝑖−𝜇𝑦)]𝑛

𝑖=1

√∑ (𝑥𝑖−𝜇𝑥)
2𝑛

𝑖=1  √∑ (𝑦𝑖−𝜇𝑦)
2𝑛

𝑖=1

=  
𝜎𝑥𝑦

𝜎𝑥𝜎𝑦
,     (3) 

where n – the number of attributes; µ – the empirical 

average of these attributes; σ – covariance between 

attributes. 

As can be seen in the resulting figure, the 

correlation matrix provides us with another final 

diagram, which can help us select attributes based on 

their corresponding linear correlations (Fig. 2).  

 

 

Fig. 2. An example of a correlation matrix 

 

In order to fit a linear regression model, we are 

interested in those features that have a high correlation 

with our target variable MEDV. Looking at the above 

correlation matrix, we can see that our target variable 

MEDV shows the highest correlation with variable 

LSTAT (-0.74). The correlation between RM and 

MEDV is also relatively high (0.70). In the presence of 

a linear relationship between these two variables that 

we have observed in the dot matrix as an explanatory 

variable, the artificial neuron uses a linear activation 

function. Moreover, we have defined the JS(w) cost 

function that we have minimised for weight extraction 

thanks to optimisation algorithms such as gradient 

descent (GD) [23] and stochastic gradient descent 

(SGD) [24]. 

This cost function in ADALINE is the sum of 

squared errors (SSE). It is identical to the least 

squared value function (MLS), which we defined as 

follows: 

𝐽𝑆(𝑤) =  
1

2
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1 ,               (4) 

where �̂� −  it is a predicted value �̂� = 𝑤𝑇𝑥 ; (note that 
the coefficient 1/2 is used simply for the convenience 
of obtaining an update rule for gradient descent).  

In essence, linear regression on MLS can be 
understood as ADALINE without a single step 
function. As a result, we get continuous target values 
instead of class labels – 1 and 1. 

4. EXPERIMENTATION 

As our target variable, which we want to predict 
using one or more of these 51 explanatory variables, 
we will consider the tariffs for interaction with the 
system (a product of the start-up project) called 
MEDV. 

Before we continue the exploration of this data 
set, we will put it into DataFrame data table of the 
pandas library [27] from the UCI repository (Fig. 3).  

 

 
 

Fig. 3. Downloading the source data 

 

During the training of a linear regression model, it 

is not required that explanatory or target variables are 

distributed normally. 

First, let us create a matrix of dotted charts that 

allows visualising pairwise correlations between 

different attributes in one place in this dataset. To 

prepare the matrix of point graphs, let's use the 

pairplot function from Python seaborn library [30], 

which is developed based on the matplotlib library 

for building statistical charts (Fig. 4). 

Using the corrcoef function of the NumPy library 

on five columns of attributes and the heatmap 

function of the seaborn library, we will get the 

necessary relationships between the initial indicators  
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Fig. 4. An example of a matrix of correlation links  
and point graphs  

 

The following code is used to prepare an array of 

correlation matrices (Fig. 5). 

 

 
 

Fig. 5. Example of preparing an array  
of correlation matrices in the form of a heatmap 

 
Linear regression on MLS can be understood as 

ADALINE without a single step function, resulting 
in continuous target values instead of class labels 1 
and 1 (Fig. 6). 

 

 
 

Fig. 6. Part of a machine learning program  
for a classification task without a single step function 

 
To see our LinearRegressionGD linear regressor 

in action, we will use the RM (Profit volume) 
variable from the IT product development prediction 
dataset of innovative start-up projects as an 
explanatory model training variable that can predict 
MEDV (Interaction Tariffs). Moreover, we 
standardise the variables for better convergence of 

the gradient descent algorithm. The corresponding 
source code looks like this (Fig. 7). 

 

 
 

Fig. 7. Standardisation of variables  
for gradient descent algorithm 

 
Let us plot the value against the number of 

epochs to check the convergence of the linear 
regression. As we can see in the chart below, the 
algorithm of the gradient downturn converged after 
the fifth epoch (Fig. 8). 

 

 
 

Fig. 8. Graph of cost in relation  
to the number of epochs 

 
Note that it is more efficient (fewer emissions) to 

work with non-standardized variables in the linear 
regression object LinearRegression library scikit-
learn, which uses the dynamic library LIВLINEAR 
and advanced optimisation algorithms. The 

RANSAC model is used in this case. 
As we can see from the execution of the previous 

source code, the LinearRegression model of the 
scikit-learn library, fitted with non-standardized 
variables RM and MEDV, produced other model 
coefficients. 

Let us compare it with our implementation based 
on gradient descent by constructing the MEDV chart 
in relation to RM (Fig. 9).  

 

 
 

Fig. 9. A code fragment for plotting a point chart  
of linear regression 
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Having built a graph of training data and 
performed the model fitting by executing the above 
source code, we can now see that the overall result 
looks identical to our implementation based on the 
gradient descent (Fig. 10). 

Using the RANSAC model, we have reduced the 
potential impact of emissions in this dataset, but we 
do not know if this approach has a positive impact 
on predictive capacity on previously unseen data.  

After executing the next source code, we should 

see a residual graph with a line passing through the 
beginning of the X-axis, as shown below (Fig. 11). 

In case of perfect prediction, the residues would 
be strictly zeros, which in real and practical 
applications we will probably never encounter. 

However, we expect from a good regression 
model that the errors are distributed randomly, and 
the remains are randomly scattered around the 
midline. 

 

 

Fig. 10. The trend of IT projects development depending  
on the level of profit, based on training data 

 

 

Fig. 11. Errors in fitting training data to the test data 

 
In the case of an ideal prediction, the residuals 

would be strictly zeros, which we will probably 
never encounter in real and practical applications. 

However, from a good regression model, we expect 
errors to be randomly distributed, and residuals 
randomly scattered around the midline 

Another useful quantitative measure for assessing 
the quality of a model is the so-called weighted 
mean square error (mean squared error, MSE), that 
is, simply the average value of the SSE cost 
function, which we minimize to fit the linear 
regression model. MSE is useful for comparing 
different regression models or for fine-tuning their 

parameters by searching the parameter grid and 
cross-checking: 

𝑀𝑆𝐸 =  
1

𝑁
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1

.  
               (5) 

We will see that the MSE on the training set is 
19.96, and the MSE of the test set is much larger 
with a value of 27.20. 

 

 
 

Fig. 12. Errors in fitting training data to the test data 

 

5. CONCLUSION 

The analysis of the considered approaches to the 
definition of effective interaction of customers with 
a mass information system allows defining use of 
modern mechanisms for the analysis on the base of 
Customer Journey Maps. In this case, big data sets 
are generated, which cannot be analysed by 
traditional methods. To solve this problem, the 
authors used machine learning algorithms of neural 
network types. 

An exploratory data analysis method was applied 
to the available data to find repetitive patterns and 
anomalies, which proved to be effective. It has 
allowed constructing a model of realisation of linear 
regression with the use of the approach based on 
gradient optimisation. 

This approach allowed to construct a base for 
prediction of processes of the development program 
of the start-up project product. 
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Використання навчальних нейронних мереж  

для прогнозування подій у розробленні продукції IT 
 
Cтан розвитку інновацій в Україні характеризується збільшенням розробок на основі стартап-проєктів із 

використанням як продукту проєкту інформаційних систем різної складності. Проведено аналіз слабкої живу-
чості результатів виконання стартап-проєктів. Зроблено висновок щодо необхідності прогнозування етапів 
розвитку продуктів ІТ-проєктів на основі аналізу процесів взаємодії користувачів (клієнтів) з інформаційною 
системою (продуктом). Розглянуто складові моделі прогнозування розвитку ІТ-продуктів інноваційних ста-
ртап-проєктів, з урахуванням аналізу формуються набори даних взаємодії потенційних клієнтів із такими 
продуктами. Запропоновано алгоритм формування початкових наборів даних на основі карт подорожей кліє-
нтів (CJM), які є інструментом фіксації подій взаємодії клієнтів із системою. Наведено приклади моделей 
аналогів карт подорожей клієнтів, які є базою для фіксації та аналізу взаємодій. Цей факт є основою для  
формування відповідних наборів даних великої розмірності. Як механізм оброблення великих масивів даних і 
побудови стратегій розвитку ІТ-продуктів запропоновано використання нейронних мереж глибокого навчання. 
Побудовано математичні моделі для подальшого моделювання й аналізу отриманих результатів. Використано 
простий лінійний регресійний аналіз для моделювання зв'язку між єдиною пояснювальної змінної і безперервної 
змінної відгуку (залежною змінною). Для наявних даних застосовано метод розвідувального аналізу даних для 
пошуку повторюваних образів і аномалій. У ході дослідження побудовано модель реалізації лінійної регресії з 
використанням підходу на основі градієнтної оптимізації. Також застосовано лінійні моделі бібліотеки scikit-
learn для завдання регресії і реалізовано стабілізаційний регресійний метод. Проведено моделювання й аналіз 
отриманих результатів, який показав більшу ефективність щодо збільшеного періоду життєвого циклу про-
дуктів ІТ-проєктів. 

 

Ключові слова: запуск; інформаційна взаємодія; карта подорожей клієнта; прогнозування. 
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